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ABSTRACT 

A combined experimental and numerical investigation was conducted into impact of rigid wedges on water in two-

dimensional fluid conditions. Drop test experiments were conducted involving symmetric rigid wedges of varying 

angle and mass impacted onto water. The kinematic behaviour of the wedge and water was characterised using high-

speed video. Numerical models were analysed in LS-DYNA® that combined regions of Smoothed Particle 

Hydrodynamics particles and a Lagrangian element mesh. The analysis captured the majority of experimental results 

and trends, within the bounds of experimental variance. Further, the combined modelling technique presented a 

highly attractive combination of computational efficiency and accuracy, making it a suitable candidate for aircraft 

ditching investigations. 

 

Keywords Water impact, Drop tests, Smoothed particle hydrodynamics. 

NOMENCLATURE 

 

a impactor acceleration during impact 

af impactor free-fall acceleration 

Ffriction impactor guiding system friction force 

Fimpact impact force 

g gravitational constant 

 

h model trough height 

hSPH model SPH section height 

    M impact mass 

w model width 

wSPH model SPH section width 

 impactor wedge deadrise angle 

 

1. INTRODUCTION 

Aircraft crash landing on water, or aircraft “ditching”, 
is a complex impact scenario involving interaction 
between water and a deformable structure. Large scale 
testing of aircraft water impact is expensive and 
involves challenging test procedures and data 
measurement (Pentecôte and Vigliotti 2003; Anghileri 
et al. 2011). As such, the application of advanced 
numerical simulation is a critical step in ditching 
investigations. As with any investigation, the 
capabilities of any analysis tool must be rigourously 
validated to ensure its capabilities for capturing all 
relevant phenomena. 
 
Smoothed particle hydrodynamics (SPH) is a mesh-free 
Lagrangian computational method that has been used 
for simulating fluid flows (Gingold and Monoghan 
1977). In this approach, the fluid is discretised into 
particles, properties of the particle are defined over a 
spatial distance, and the interaction of the particles is 
defined using equations of state. The particle-based 

nature of the definition is advantageous for capturing 
large deformations as it avoids problems such as mesh 
distortion associated with Lagrangian mesh-based 
methods. It also is advantageous compared to Eulerian 
fixed-mesh methods, as only the material domain is 
required to be meshed (Liu and Liu 2003). A 
comprehensive review of SPH is presented by Liu and 
Liu (2010), which includes detailed descriptions, 
comparison with other fluid modelling approaches and 
almost 400 references. 
 
Several authors have applied SPH models to 
numerically investigate large scale ditching scenarios 
(Anghileri et al. 2011; Fasanella et al. 2003; Pentecôte 
et al. 2003; Anghileri et al. 2014). This type of 
investigation typically involves complex three-
dimensional (3D) fluid flows and pressure distributions, 
deformable structures with fluid-structure interaction 
(FSI) phenomena, and validation against challenging 
experimental output. However, there is limited 
published data validating the capabilities of SPH 
modelling technology for water impact at a more 
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fundamental level, in particular for two-dimensional 
(2D) fluid flows and rigid structures.  
 
Oger et al. (2006) demonstrated SPH analysis of rigid 
wedges in 2D fluid flows. However, the work only 
considered two different wedge angles, and used results 
from different experimental setups. Further, the 
numerical analysis used 21 million SPH particles, 
which would not be a suitable modelling approach for 
aircraft ditching investigations. Panciroli (2013) 
summarised results of several SPH studies, and 
commented that verification of the results is not yet at 
the level of standard computational fluid dynamics. The 
combination of SPH regions with traditional 
Lagrangian mesh-based regions offers the potential for 
a computational modelling strategy suitable for large 
structures. Several authors have used this approach to 
combine an SPH region for the fluid with a finite 
element region for the structure (Groenenboom and 
Cartwright 2010; Campbell and Vignjevic 2012). 
However, there have only been limited publications on 
the use of different regions to capture the fluid in a 
computationally efficient manner, particularly in 
comparison with experimental results capable of 
providing rigourous assessment of the accuracy of this 
approach. As such, there is a need to investigate a 
combined SPH and mesh-based modelling strategy for 
water impact problems, and to validate this across a 
broad range of experimental test cases within the same 
experimental setup. 
 
In this paper, results from an experimental and 
numerical investigation into water impact of rigid 
wedges are presented. A goal of the study was to 
develop experimental data for validation of numerical 
analysis tools for water impact across a broad range of 
wedge angles. A second goal was to investigate a 
numerical modelling strategy that was more 
computationally efficient for larger structures.  Drop 
test experiments were conducted involving symmetric 
rigid wedges of varying angle and mass impacted into a 
trough of water, to generate a 2D flow field. The 
kinematic behaviour of the wedge and water was 
recorded and characterised using a high-speed video 
camera. Numerical analysis was conducted in LS-
DYNA® using models that combined SPH and meshed 
regions. The numerical predictions are compared to the 
experimental results to assess the capabilities of the 
modelling strategy. 

2. EXPERIMENTAL TESTING 

The test rig and specimens are summarised in Fig. 1 
and Table 1. Symmetric wedge impactors of varying 
angles were dropped vertically into a water tank. The 
length of the wedges was sized to give only a 2 mm gap 
on each side of the water tank, to promote a 2D fluid 
field upon impact. The angle , or “deadrise” angle, 
was defined between the horizontal and the wedge 
inclined face, as shown in Fig. 1. Five deadrise angles 
were investigated. The wedges were manufactured from 
pinewood, sanded for consistency, and varnished to 
prevent water absorption. Sheet metal plates were 
added so that each wedge had the same mass. 
Additional weights were added to the wedges in 
different test configurations, so that three different 
wedge masses were investigated. The lightest (1.64 kg) 
wedge was dropped from heights of 50 mm, 100 mm 
and 150 mm, and the wedges with increased mass were 

dropped from heights of 50 mm and 100 mm. A tank 
water height of 210 mm was used for all tests. Three 
tests were conducted for each test configuration, and all 
configurations are summarised in Table 1. 
 
The impact event was filmed using a high-speed video 
camera at 500 frames/second, and used to characterise 
the kinematic behaviour of the impactor and fluid flow. 
The camera used was the X-Stream™ XS-4 model 
manufactured by Integrated Design Tools. Dots were 
drawn on the face of the wedge, and the Open Source 
software Tracker (Brown 2011) was used to track the 
movement of these dots and generate the displacement-
time history of the wedge. To use this software, a 
reference distance in the image is defined, and the user 
manually identifies the dot centroid location to be 
tracked in each image. A sample image of the point 
tracking is shown in Fig. 2. 
 
A 5-point central difference scheme was used to 
calculate the acceleration history from the 
displacement-time data. However, it was found that this 
method had high sensitivity to variation in displacement 
measured from the dot tracking method. Following this, 
a 5th order polynomial was fit to the displacement data, 
and used to determine expressions for velocity and 
acceleration. The polynomial was fit to displacement 
data in only the “impact region”, or region of rapidly 
increasing and decreasing acceleration. Data points 
were taken every two frames (time increment 0.004 s), 
which was found in preliminary studies to produce 
almost identical results compared to taking data at 
every single frame.  
 
The vertical motion of the wedges was controlled by a 
guiding system of drawer slides aligned vertically. This 
system was found to have an appreciable amount of 
friction. This friction was quantified by studying the 
free-fall motion of the three wedges. From a drop test of 
each wedge with no water impact, the free-fall 
acceleration of the wedge was measured. The free-fall 
acceleration was used to determine the friction force for 
each mass using the equation of motion 

friction fF Mg Ma   (1)  

where Ffriction is the friction force, M is the wedge mass, 
g is acceleration due to gravity and af is the free-fall 
acceleration. The results for free-fall acceleration and 
friction force for each wedge are shown in Table 1, 
which also shows the measured impact velocity for 
each test condition. 
For each drop test, the impact force on the wedge was 
determined using the equation of motion 

impact frictionF F Mg Ma    (2)    

where Fimpact is the force on the impactor, a is the 
impactor acceleration measured at any data point, and 
the vertical forces due to buoyancy and skin friction on 
the wedge wetted area are assumed negligible. The 
impact force was converted to a “section force” (in 
N/mm) by normalising using the wedge depth of  
333 mm, to determine the cross-section impact force. 

3. NUMERICAL MODELLING 

Numerical models were analysed in LS-DYNA®  971 

(Hallquist 2006) for all test configurations in Table 1. A  
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Table 1 Test Configurations 

Wedge mass, 

kg 

Drop height, 

mm 
Deadrise angles , 

 
Free-fall 

acceleration, m/s2 
Friction force, 

N 
Impact velocity, 

m/s 

1.6394 50 20, 25, 30, 35, 40 5.474 7.108 0.740 

1.6394 100 20, 25, 30, 35, 40 5.474 7.108 1.046 

1.6394 150 20, 25, 30, 35, 40 5.474 7.108 1.281 

1.8519 50 20, 25, 30, 35, 40 5.757 7.506 0.757 

1.8519 100 20, 25, 30, 35, 40 5.757 7.506 1.073 

2.0722 50 20, 25, 30, 35, 40 6.230 7.418 0.789 

2.0722 100 20, 25, 30, 35, 40 6.230 7.418 1.116 
 

 

Fig. 1. Test rig and wedge specimen dimensions (mm). 

 
Fig. 2. Wedge face point tracking in Tracker. (a) Initial reference definition. (b) Point identification. 

 
schematic of the numerical models is shown in Fig. 3. 
Models with a wedge depth (out of plane) of 3 mm 
were analysed to generate a 2D flow field, and the 
wedge section force was determined by normalising the 
wedge force by the depth. Vertical symmetry was 
exploited to model half of the wedge and water tank, 
though full-width models were investigated in 
preliminary studies and shown to give almost identical 
results. The wedge was modelled as a rigid body, with 

the density determined to match the experimental 
inertial characteristics of each wedge. The water was 
modelled using a null material card with a Gruneisen 
equation of state to define the pressures within the fluid 
domain. The parameters of the water equation of state 
are given in Table 2. Gravity was applied on the wedge 
only, and not on the water particles, which was found in 
preliminary investigations to improve computational 
efficiency with only minimal effect on solutions.  
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Table 2 Numerical water model parameters 

Density 0, kg/m3 998 

Dynamic viscosity coefficient , Pa s 0.001002 

Speed of sound in water C, m/s 1484 

Slope coefficient S1 1.979 

Slope coefficient S2 0 

Slope coefficient S3 0 

Grueneisen gamma 0 0.11 

Volume correction coefficient a 0 

Internal energy per initial volume E, J 0 

 

Table 3 Particle density investigation parameters 

Distance between 

particles, mm 

Particle mass, 

kg 
Initial smoothing 

length, mm 
Solution time 

step, s 
Computational 

time, hours 

4 6.388 × 10-5 4.8 4.39 × 10-6 0.37 

2 7.986 × 10-6 2.4 2.19 × 10-6 1.57 

1 9.982 × 10-6 1.2 1.10 × 10-6 23 

  

Fig. 3. Numerical model definition. 
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Fig. 4. Particle density investigation, section force, 1.64 kg impactor, 20 deadrise angle, 150 mm drop height. 
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Table 3 Particle density investigation parameters 

Distance between 

particles, mm 

Particle mass, 

kg 
Initial smoothing 

length, mm 
Solution time 

step, s 
Computational 

time, hours 

4 6.388 × 10-5 4.8 4.39 × 10-6 0.37 

2 7.986 × 10-6 2.4 2.19 × 10-6 1.57 

1 9.982 × 10-6 1.2 1.10 × 10-6 23 

 

Table 4 Numerical model parameters 

Initial distance between SPH particles 1 mm 

Contact thickness between SPH and Lagrangian regions 0.5 mm 

Total trough height, h 216 mm 

Total trough half-width, w/2 360 mm 

SPH section height, hSPH 60 mm 

SPH section half-width wSPH / 2 120 mm 

Number of SPH particles 21600 

Individual particle mass 9.98 × 10-7 kg 

Lagrangian element type Fully integrated S/R solid 

Number of solid Lagrangian elements 490 

Contact type between wedge and water Soft penalty-based 

Smoothing length constant (CSLH) 1.2 (default) 

Minimum smoothing length (HMIN) 0.2h0 (default) 

Maximum smoothing length (HMAX) 2h0 (default) 
 

 
Fig. 5. Particle density investigation, fluid flow results. 
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Fig. 6. Numerical model total energy, 1.64 kg impactor, 150 mm drop height, 20 deadrise angle. 
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A combined SPH / mesh-based modelling approach 
was taken, where an SPH region was defined in the 
immediate vicinity of the wedge, and a larger region of 
meshed Lagrangian elements used for the rest of the 
water tank. This approach was taken to balance the 
need for an SPH region to capture the high deformation 
around the impactor, with the computational efficiency 
of the Lagrangian elements. Detailed parametric 
investigations were conducted to verify the equivalence 
of SPH, Lagrangrian and combined models, and to 
determine the most suitable dimensions of the SPH 
region to balance accuracy and computational 
efficiency. Further investigations were conducted on the 
particle density, summarised in Table 3, Fig. 4 and Fig. 
5, where a small particle spacing (1 mm) was required 
to capture the detailed behaviour of the fluid flow.  
 
Following the investigations on the combined SPH and 
Lagrangian regions, the particle density, and other 
preliminary investigations on the wedge depth, 
gravitational acceleration, symmetry, particle 
approximation theory and smoothing lengths, the 
baseline parameters for all models were defined and are 
summarised in Table 4.  
 
All models were simulated using a single 2.3 GHz 
AMD Opteron processor with 4 GB DDR memory, 
with run times typically around 23 hours. The 
conservation of energy was reasonably good across all 
simulations. Fig. 6 shows the predicted total energy for 
the highest impact energy simulation, which 
corresponded to the largest energy variation. In this 
simulation, a variation in total energy of 13% was seen, 
and for other simulations the energy variation was on 
average around 10%. 

4. RESULTS AND DISCUSSION 

The results of the experimental and numerical 
investigations are summarised in Fig. 7 to Fig. 13, 
where Fig. 7 to Fig. 9 shows the maximum section 
force for each configuration, Fig. 10 to Fig. 12 are 
selected fluid flow sequences, and Fig. 13 shows the 
effect of increasing deadrise angle on the force-time 
history. 
From the results in Fig. 7 to Fig. 9 and Fig. 13, 
increasing the deadrise angle decreased the maximum 
impact force and decreased the impact duration. These 
are well-known phenomena, caused by low angle 
wedges producing a more bluff or “slamming” water 
entry (Chuang 1966). Similarly, from the results in Fig. 
7 to Fig. 9, increasing the drop height increased the 
maximum impact force, due to the increased impact 
energy.  
 
The results for the 1.64 kg impactor show the most 
variation from these general trends, as seen in Fig. 7. 
For this impactor, increased maximum forces were not 
always seen for lower deadrise angles and increased 
drop heights, particularly at low deadrise angles and for 
the 150 mm drop height. It is unclear whether these 
tests involved more experimental error, particularly as 
the numerical analyses predicted the same trends. 
 
The fluid flow images from the experiment in Fig. 2 
and Fig. 10 to Fig. 12 show that a largely 2D flow field 
was generated. The rise up of the water along the wedge 
face was clearly captured and symmetric flow patterns 

were observed along both sides of the wedge. Some 
water is evident in the 2 mm gap between the wedge 
face and the glass tank, though given the size of this 
relative to the depth of the wedge (333 mm), its effect is 
considered small.  
 
The experimental results for section force were 
influenced by the error involved in the data acquisition 
process. The manual identification of points using the 
Tracker software was the source of some error in the 
experimental measurement, caused by the subjective 
nature of the measurement. The small size of the points 
was also problematic, as given the resolution of the 
camera each point had a diameter of around six pixels. 
The presence of water in the gap between the wedge 
face and glass tank also caused difficulties in point 
identification in some instances. The influence of these 
errors was investigated by taking six independent 
acquisitions from the same test data, and studying the 
variation between acquisitions. An example of this 
study for one configuration is shown in Fig. 14. It was 
found that the coefficient of variance (standard 
deviation / average) was typically around 10% for all 
configurations, though as high as 14% for tests 
involving the lowest acceleration values.  
 
For the numerical analysis, close comparison with 
experimental results was seen across almost all 
configurations, particularly in consideration of the 
experimental variance with acquisition. The results in 
Fig. 7 to Fig. 9 show that the maximum section force 
was predicted well, with the trends were well captured, 
particularly for large deadrise angles. As the deadrise 
angle decreased and the degree of slamming impact 
increased, the numerical models predicted higher 
maximum wedge forces than seen in the experiments. 
The largest variation between experiment and 
numerical predictions was 65%, though in general the 
variation was within 15%, and mostly within 10% for 
deadrise angles 30 and greater. 
 
The fluid flow patterns in Fig. 10 to Fig. 12 show 
excellent qualitative comparison between the 
experiment and numerical predictions, as a result of the 
high particle density. The closest correlation was seen 
with the 40 wedge impact in Fig. 12, where the rate of 
water rise along the wedge face, and the fluid pattern 
with the water passed the wedge chine showed 
excellent agreement. For the 20 wedge (Fig. 10), the 
numerical model predicted a faster water rise along the 
wedge and a greater volume of displaced water. These 
findings correlate with the general over-prediction of 
section forces for low angles, and the close comparison 
with experimental data seen for large deadrise angles. 
Application of a finer mesh density in the region 
immediately around the wedge face would be required 
to more accurately capture the behaviour of the low 
deadrise angle wedges. 
 

Overall, the results in this investigation indicate that 

the combination of SPH and mesh-based regions allows 

for a suitable combination of accuracy and 

computational efficiency. This has application for more 

complex analysis, such as aircraft ditching 

investigations, where the size of the models required 

would be considerably larger. Further, the results in this 

work demonstrated an energy variation of around 10%. 

Preliminary studies into this energy variation revealed  
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Fig. 7. Maximum section force, 1.64 kg impactor, varying drop height. 
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Fig. 8. Maximum section force, 1.85 kg impactor, varying drop height. 
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Fig. 9. Maximum section force, 2.07 kg impactor, varying drop height. 
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Fig. 10. Fluid flow, 1.64 kg impactor, 150 mm drop height, 20 deadrise angle 

 
 

 
Fig. 11. Fluid flow, 1.64 kg impactor, 150 mm drop height, 30 deadrise angle. 
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Fig. 12. Fluid flow, 1.64 kg impactor, 150 mm drop height, 40 deadrise angle. 
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Fig. 13. Section force, 1.64 kg impactor, 150 mm drop height, varying deadrise angle. 
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Fig. 14. Variation in experimental acceleration results for multiple acquisitions, 1.64 kg impactor, 50 mm drop 

height, 20 deadrise angle. 

 

that larger variations were seen for larger SPH regions 

and coarser particle densities. In this respect, the 

technique applied in this work of combining a small 

SPH region of high particle density with a mesh-based 

region is highly suited for larger models as a means of 

minimising the energy variation from the SPH analysis. 
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5. CONCLUSION 

Drop test experiments were conducted involving 
symmetric rigid wedges of varying deadrise angle and 
mass impacted into water to generate a 2D flow field. 
The kinematic behaviour of the wedge and water was 
recorded and characterised using a high-speed video 
camera. Numerical models were analysed in LS-
DYNA® that combined SPH and mesh-based regions. 
The numerical analysis was found to be capable of 
capturing the majority of experimental results and 
trends, within the bounds of the experimental variance. 
The modelling strategy of combining a high particle 
density SPH region with a Lagrangian mesh-based 
region was also found to be computationally efficient 
and to minimise the energy variation associated with 
the SPH analysis. Further, the experimental results for 
fluid flow patterns and wedge kinematics were 
demonstrated as a valuable database for assessment of 
numerical models. 
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