Numerical Analysis of Mechanism on Heat Transfer Deterioration of Hexamethyldisiloxane in a Vertical Upward Tube at Supercritical Pressures
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ABSTRACT

The working fluids at supercritical pressures will experience abnormal heat transfer compared with those in a sub-critical state. In particular, the heat transfer deterioration (HTD) can make the wall temperature increase sharply in the tube, posing a challenge for the design of heat exchangers in the supercritical organic Rankine cycle (SORC). It is generally acknowledged that the effects of buoyancy and flow acceleration lead to abnormal heat transfer. However, a clear understanding of the interactions between the turbulent flow and heat transfer characteristics still needs to be further improved by obtaining the internal flow mechanism. The current study analyses the contours of the turbulent flow information under the different boundary conditions by means of validated CFD numerical simulation based on the previous experimental data and reveals the main causes of HTD and the impact mechanism of boundary conditions. The results reveal that two deteriorated extreme points are generated in a vertical upward tube with uniform heat flux for hexamethyldisiloxane at supercritical pressures. The buoyancy and flow acceleration effects caused by the drastic variation in fluid density near the pseudo-critical temperature can deform the velocity profile, thus reducing the local shear stress and turbulence intensity, and leading to the HTD. Moreover, HTD gets worse with the increase in heat flux and moderate with the rise in supercritical pressure. This study should support the data and theory for the refined design of heaters applied to the SORC in the future.

1. INTRODUCTION

In the fields of thermoelectric conversion technology for the recovery and utilization of industrial waste heat, the organic Rankine cycle has the characteristics of a wide applied range of heat source temperature, high steam pressure, simple system composition and flexible installed capacity, among others, which can convert low-grade thermal energy into high-grade mechanical energy (Lecompte et al., 2015; Loni et al., 2020). As the critical parameters of organic working fluids are generally low, it is easy to reach a supercritical state, thus forming a supercritical organic Rankine cycle (SORC), which can effectively elude the gas–liquid phase area in the sub-critical cycle, and decrease the exergy loss caused by the latent heat of evaporation and the deterioration of heat transfer that arises from the superheated boiling (Yagli et al., 2016). As a working fluid, hexamethyldisiloxane (MM) has the advantages of a relatively low critical point ($T_c = 518.75$ K, $P_c = 1.939$ MPa), excellent thermal stability, and a moderate boiling point, among others, which make it substantially suitable for the SORC with medium- and high-temperature heat sources (Lai et al., 2011; Dai et al., 2019).

Compared with the characteristics of heat transfer with subcritical fluids in the tube, there are three kinds of heat transfer states for supercritical fluids: heat transfer normal, heat transfer enhancement (HTE) and heat transfer deterioration (HTD) (Cabeza et al., 2017; Nieuwenhuys et al., 2023). By summarizing the heat transfer characteristics of water at supercritical pressures, Pioro (2019) concluded that the water with supercritical pressures would gradually convert HTE to HTD with the increase in heat flux, when the pressure and mass flux were constant. Due to the sharp increase of the specific heat near the critical point, an extreme value of enhanced
heat transfer near the pseudo-critical point will be produced according to the Dittus–Boelter correlation. The HTE phenomenon can be found in many studies on supercritical heat transfer (Mao et al., 2021). However, the specific heat is not the only factor affecting the heat transfer coefficient, and there are other factors such as the effects of buoyancy and flow acceleration caused by density change (Pizzarelli, 2018), so the heat transfer coefficient near the pseudo-critical point will deviate from the calculated values by the Dittus–Boelter correlation. In general, heat transfer will be enhanced as the heat flux is lower, and reduced significantly when the heat flux is higher (Huang et al., 2016). Cheng and Schulenberg (2001) concluded that HTD only occurred in the range of \( T_{w} < T_{pc} < T_{w} \) under a higher heat flux with a lower mass flux.

HTD will cause the local temperature of the inner wall to surge in the tube (Zhu et al., 2019). Once it exceeds the pyrolysis temperature of the organic working fluids in the heat exchanger of SORC, the working fluids will not only decompose the compounds that may be corrosive, toxic and flammable, but also form solid particles which deposit on the surface of the heater and turbine (Gallarini et al., 2023). Moreover, the outlet temperature of the heater in SORC will also decrease with the pyrolysis of the working fluids, resulting in the cyclic working fluids failing to reach the supercritical state (Wang et al., 2022). These consequences can deteriorate the performance of the overall system. Essential components can even be damaged. It puts forward a challenge for the design of heat exchange equipment. Therefore, HTD for fluids at supercritical pressures has received relatively more attention from researchers.

Ackerman (1970) studied the heat transfer characteristics of water at supercritical pressures in the vertical tubes and attributed the HTD observed in \( T_{b} < T_{pc} \) to a pseudo-film-boiling process similar to film boiling occurring at sub-critical pressures. Xu et al. (2020a) and Zhu et al. (2020) noted that the fluids in the trans-critical state are a pseudo-boiling phenomenon, and HTD in the tubes is similar to the boiling of the nucleate under the sub-critical pressure. Jackson et al. (1989) concluded that the HTD of fluids with supercritical pressures under low mass flux conditions was attributed to the action of buoyancy through experimental and theoretical analysis. The buoyancy is due to the uneven fluid density with the gravity, which will deform the profile of fluid velocity and shear stress. The heat transfer is affected sequentially. McEligot et al. (1970) found that the flow in a heating tube with high heat flux would produce an effect of acceleration due to the decline of density in the axial direction through the experiment, which could contribute to the flow transition from turbulent to laminar and lead to the inner wall temperature increasing. He et al. (2005) found that the buoyancy effect was not evident in the micro-tube through numerically investigating the heat transfer characteristics of supercritical CO\(_2\) in a vertical tube with a diameter of 0.948 mm, and the flow acceleration effect under the intense heating conditions would weaken the turbulence correspondingly, thus the heat transfer was significantly damaged. Kim & Kim (2011) revealed that the influence of buoyancy was weak in a vertical tube with a diameter of 4.5 mm for the heat transfer characteristics of supercritical CO\(_2\), whereas the effect of flow acceleration resulted in the HTD. However, it is generally believed that the HTD in the vertical tubes of fluids with supercritical pressures attributes to the coupling effects of buoyancy and flow acceleration in most cases (Mikielewicz et al., 2002; Kim & Kim, 2010; Jackson, 2017; Liu et al., 2017).

The characteristics of convective heat transfer are closely related to the internal flow state of the working
fluids, and it is most commonly necessary to use advanced visualization means and related testing techniques to obtain key information about heat transfer and clarify its mechanism (Yang et al., 2015). However, because the pressure and temperature of supercritical fluids are relatively high, the implementation of relevant visualization experiments is extremely tough and costly (Yoo, 2013). The numerical simulation method with computational fluid dynamics (CFD) is easy to operate and low in cost. The method can provide a large amount of internal flow information on convective heat transfer in the tube and special-shaped channels (Tu & Zeng, 2021; Liu et al., 2023; Hou et al., 2024) to explore the mechanism of the heat transfer, and especially exploit lots of new study ideas for HTD. Mohseni and Bazargan (2012) studied the supercritical CO2 with vertical flow in a tube by CFD with a two-dimensional model and discovered that the third mechanism is turbulent viscosity affecting HTD, apart from the buoyancy and flow acceleration effects induced by density variation. The results indicated that the decrease in fluid density near the wall would give rise to a reduction in turbulent viscosity, which could diminish turbulent diffusion and weaken turbulence intensity, ultimately resulting in HTD. Lei et al. (2016) simulated the heat transfer of supercritical CO2 in the vertical tube by using a two-dimensional model and observed the two-peak wall temperature. Since this phenomenon only occurs under the conditions of high q/G, it is difficult to measure experimentally. It was found that both fluid velocity and kinetic energy are lower near the wall region as the HTD occurred. Li et al. (2024) implemented CFD on the heat transfer of supercritical CO2 in a horizontal tube and summarized that the near-wall area was occupied by the high specific heat of fluid at low q/G, and absorb lots of heat, thus contributing to HTE. At high q/G, the high specific heat was away from the wall gradually, and the effect of buoyancy caused by the large density gradient started to appear. The heat transfer was impaired.

In summary, in order to clearly illustrate the heat transfer mechanism of MM in a vertical upward tube at supercritical pressures, the in-tube and near-wall distributions of key parameters affecting convective heat transfer under the different boundary conditions through the CFD numerical simulation are analyzed in the present study. Combined with the relevant experimental data, the main mechanism of the abnormal heat transfer phenomenon and the influence of boundary conditions such as heat flux and pressure on it are revealed.

2. NUMERICAL METHODS AND DATA PROCESSING

2.1 Numerical Methods

The simulated model is an 830 mm long vertical upward tube with an inner diameter of 2.4 mm, whose geometric size is in accordance with the existing test rig based on the compact heat exchanger of SORC (Xu et al., 2020b). To reduce the computational cost of numerical simulation on the convective heat transfer in the vertical circular tubes, a 2D axisymmetric structure model is employed, as shown in Fig. 1(a). The modeling, meshing and boundary condition setting are implemented by Gambit 2.4.6. The whole model is set to be a fluid domain without regard to the wall thickness. The upper and lower boundaries are set as the pressure outlet and the mass flow inlet, respectively. The left side is the axisymmetric boundary, and the right side is the heating wall with the constant heat flux. The tube wall is defined as a no-slip wall with a roughness of 0.5. Considering that the variation gradient of fluid thermo-physical parameters near the wall is large, the mesh is refined, as shown in Fig. 1(b). Since the grid height of the first layer from the wall is set at 0.001 mm, y+ of the wall is calculated to be between 0.18 and 0.61 accordingly.

To avoid the influence of the grid quantity on the accuracy of calculated results, it is needed to validate the grid-independent solution of the numerical model. In the present study, the grid quantity is changed by adjusting the axial elements (x direction) and radial elements (y direction), and then the effects of the grid quantity on the calculated results are evaluated by the comparison of the wall temperature. The results demonstrate that when the radial elements are constant and the axial elements are increased from 830 to 1,660, the wall temperature is almost unchanged, as shown in Fig. 2. While the radial elements are refined from 50 to 200 under the axial elements of 830, the maximum errors of the wall temperature are reduced from 0.89% to 0.13% compared with those with the radial elements of 400. Notably, the radial elements are refined to 200, the impact on the wall temperature is already small, so the grid quantity of the numerical model is finally selected as 166,000 (830 × 200) cells (Xu et al., 2022).

The CFD software Fluent (2022R1) is used to perform the numerical simulation on the convection heat transfer of MM with the steady-state in a vertical upward tube at supercritical pressures. The gravitational acceleration is set at −9.81 m/s² in the axial direction, which is opposite direction of the flow. The thermos-physical properties of MM can be queried by NIST REFPROP 9.1 and enter
them into Fluent through the piecewise-linear method. Figure 3 shows the piecewise-linear points of specific heat compare with all points from REFPROP. It can be seen that the piecewise-linear points well describe the dramatic change of specific heat near \( T_{pc} \). Compared with the curve of specific heat obtained from REFPROP, the maximum error is 2.43%. Other Settings in Fluent can be found in Table 1.

The simulated conditions are consistent with our previous experimental study (Xu et al., 2020b). The inlet mass flux is 500 kg/m\(^2\)s, and the operating pressure is 2.0 and 2.4 MPa. The heating edge of the tube is implemented with an approximately constant heat flux of 80 and 100 kW/m\(^2\). The reason why the heat flux is not an absolute constant is that the nonlinear wall temperature caused by the abnormal heat transfer will make the resistivity and heat loss of the testing tube distribute nonuniformly. As shown in Fig. 4, under the experimental condition that the mass flux is 500 kg/m\(^2\)s, the pressure is 2.0 MPa and the heat flux is 80 kW/m\(^2\), the measured minimum heat flux is 79.37 kW/m\(^2\), and the maximum heat flux is 80.75 kW/m\(^2\). Its maximum difference from the specified value of 80 kW/m\(^2\) is 0.94%, and the distribution along the axial direction of the tube does not increase or decrease uniformly. On the basis of the 20 tested points, the heat flux distributions on the 830 numerical nodes are obtained by linear interpolation, and then input into Fluent software through a custom file. It can be ensured that the output heat flux values in the CFD data processing are exactly the same as the ones in the experiment.

### 2.2 Governing Equations

The fundamental governing equations for 2D axisymmetric model in the cylindrical coordinates, as follows:
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<table>
<thead>
<tr>
<th>Setting Items</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roughness of wall</td>
<td>0.5</td>
</tr>
<tr>
<td>Grid height of the first layer</td>
<td>0.001 mm</td>
</tr>
<tr>
<td>( y^* )</td>
<td>0.18 ~ 0.61</td>
</tr>
<tr>
<td>Total grids</td>
<td>166,000 (830 ( \times ) 200)</td>
</tr>
<tr>
<td>Gravity value</td>
<td>-9.81 m/s (^2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solution method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure-velocity coupling</td>
</tr>
<tr>
<td>Gradient</td>
</tr>
<tr>
<td>Pressure</td>
</tr>
<tr>
<td>Momentum</td>
</tr>
<tr>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>Specific dissipation rate</td>
</tr>
<tr>
<td>Energy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flux</td>
</tr>
<tr>
<td>Heat flux</td>
</tr>
<tr>
<td>Pressure</td>
</tr>
</tbody>
</table>
Continuity:
\[ \frac{1}{y} \frac{\partial}{\partial x} (\rho u y) + \frac{\partial}{\partial y} (\rho v y) = 0 \]  
(1)

Axial Momentum:
\[ \frac{1}{y} \left[ \frac{\partial}{\partial x} (\rho u y^2) + \frac{\partial}{\partial y} (\rho v y y) \right] = -\frac{\partial P}{\partial x} + \rho g \]  
(2)
\[ + \frac{1}{y} \left[ 2 \frac{\partial}{\partial x} \left( \rho u \left( \frac{\partial u}{\partial x} \right) + \frac{\partial v}{\partial y} \cdot \frac{\partial y}{\partial y} \right) \right] \]

Radial Momentum:
\[ \frac{1}{y} \left[ \frac{\partial}{\partial x} (\rho u y^2) + \frac{\partial}{\partial y} (\rho v y y) \right] = -\frac{\partial P}{\partial y} - 2 \frac{\mu_y}{y} \]  
(3)
\[ + \frac{1}{y} \left[ \rho u \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \cdot \frac{\partial y}{\partial y} \right) + 2 \frac{\partial}{\partial y} \left( \rho u \left( \frac{\partial v}{\partial y} \right) \right) \right] \]

Energy:
\[ \frac{1}{y} \left[ \frac{\partial}{\partial x} (\rho u h) + \frac{\partial}{\partial y} (\rho v h) \right] = \frac{1}{y} \left[ \frac{\partial}{\partial x} \left( \rho u \left( \frac{\partial h}{\partial x} \right) \right) + \frac{\partial}{\partial y} \left( \rho u \left( \frac{\partial h}{\partial y} \right) \right) \right] \]  
(4)
\[ + \frac{1}{y} \left[ \frac{\partial}{\partial x} \left( \rho \left( \frac{\partial u}{\partial x} \right) \right) + \frac{\partial}{\partial y} \left( \rho \left( \frac{\partial v}{\partial y} \right) \right) \right] \]

where \( x \) is the axial direction, \( y \) is the radial direction, \( u \) is the velocity in the axial direction, and \( v \) is the velocity in the radial direction. The effective viscosity defined by \( \mu_e = \mu + \mu_t \) is the fluid viscosity, \( \mu_t \) is the turbulent viscosity, \( h \) is the fluid enthalpy, \( Pr \) is the fluid Prandtl number, \( Pr_r \) is the turbulent Prandtl number. In the present study, \( Pr_t \) is the default value of 0.85.

### 2.3 Data Processing

The local Nusselt number characterizing the heat transfer characteristics along the tube is defined as follows:

\[ Nu_x = \frac{h_x d}{\lambda_s} \]  
(5)

where \( d \) is the inner diameter of the tube and \( \lambda_s \) is the local thermal conductivity. \( h_x \) is the local convection heat transfer coefficient and is defined as follows:

\[ h_x = \frac{q_x}{T_{w,x} - T_{m,x}} \]  
(6)

\( q_x \) is the wall heat flux and its input values are coincident with the experimental data. A specific processing method has been introduced in Fig. 4. \( T_{w,x} \) is the local wall temperature, and its corresponding values can be obtained in Fluent. \( T_{m,x} \) is the local average fluid temperature in the tube. Since the fluid temperature is not evenly distributed on the cross-section, the following equation is usually used in convection heat transfer to define the average fluid temperature on the section, known as the bulk temperature (Holman, 2010):

\[ T_b = \frac{\sum_{i=1}^{n} e_{pi} \cdot T_i \cdot \rho_i \cdot \left[ u_i \cdot A_i \right]}{\sum_{i=1}^{n} e_{pi} \cdot \rho_i \cdot \left[ u_i \cdot A_i \right]} \]  
(7)

where the mass-weighted average temperature is generally adopted to conduct the average temperature in the software, which is defined as follows:

\[ T_u = \frac{\sum_{i=1}^{n} \rho_i \cdot u_i \cdot A_i}{\sum_{i=1}^{n} \rho_i \cdot A_i} \]  
(8)

If the specific heat is constant or its variation is small, the average fluid temperature calculated by the above two equations can be considered to be approximate. However, the specific heat will change dramatically when the fluid temperature reaches \( T_{pc} \) at the supercritical pressures, resulting in deviations from the average fluid temperature obtained by the two methods near the \( T_{pc} \) area. Taking the condition with a mass flux of 500 kg/m²s, a pressure of 2.0 MPa and a heat flux of 80 kW/m² as an example, as shown in Fig. 5, the defined fluid average temperature (Eq. (7)) and the mass-weighted fluid average temperature (Eq. (8)) exhibit an apparent difference near \( T_{pc} \) \( (x/d = 220, T_{pc} = 520.55 \text{ K}) \). The maximum deviation of 1.11% occurs in the region after \( T_{pc} \), of which the absolute value is 5.82 K. By contrast, in the region far from \( T_{pc} \), the average fluid temperature calculated by the above two methods is basically the same.

In addition, the fluid temperature \( (T_b (H_b)) \) obtained by the energy conservation method applied to the experiment is shown in Fig. 5, which is to use the fixed correspondence between temperature and enthalpy of the fluid under the determined pressure to calculate the local enthalpy value through the one-dimensional energy conservation principle in the tube to obtain the average fluid temperature at the corresponding position (Xu et al., 2020b). It can be observed that the fluid temperature obtained by the energy conservation method is between the above two calculated fluid temperatures, and the maximum deviation from the defined average fluid temperature is 0.71% (the absolute value is 3.73 K).

According to Eq. (5), the thermal conductivity of the working fluid is also the key parameter in calculating the
Nusselt number. The one-dimensional axial distributions on the thermal conductivity along the tube obtained by the two methods are shown in Fig. 6. The first method is based on the mass-weighted average method in Fluent, as shown by the following equation:

\[
\lambda = \frac{\sum \lambda_i \cdot \rho_i [\mu_i \cdot A_i]}{\sum \rho_i [\mu_i \cdot A_i]}
\]  

(9)

The section is established along the axial direction in the simulated model successively, and then the mass-weighted average of the thermal properties at the corresponding positions is calculated. The second method is to calculate the defined average fluid temperature \( T_{k+} \) on the section first, and then check the corresponding thermal properties out through the REFPROP 9.1 software. As shown in Fig. 6, when the pressure is 2.0 MPa, the thermal conductivity calculated by the two methods varies greatly near \( T_{k+} \). While the pressure rises to 2.4 MPa, the thermal conductivity obtained by the two methods is almost the same. Considering experimental data processing (Xu et al., 2020b), the second method is adopted to obtain the thermal properties of the working fluid and calculate the Nusselt number. It can be better to compare the numerical results with the experimental data.

2.4 Validation on Turbulence Models

The application of the turbulence models is of key significance to the calculation results in CFD simulation. The convergent results on the Reynolds Average Navier–Stokes equation (RANS) turbulence model for simulating the in-tube convection heat transfer of MM at supercritical pressures are shown in Fig. 7, including the RNG \( k-\varepsilon \) with Enhanced Wall Treatment (EWT) model, the realizable \( k-\varepsilon \) (RKE) EWT model, the Reynolds Stress Model (RSM) EWT model, the RSM with Stress Omega model and the Shear Stress Transport (SST) \( k-\omega \) model (Menter, 1994). It can be seen that the calculated results of RANS turbulence models are in good agreement with the experimental data near the entrance region except for that of the RNG \( k-\varepsilon \) EWT model, which may indicate that the working fluid in this region is still completely in a sub-critical state. Moreover, the trend on heat transfer appearing in two deteriorated regions along the flow direction can be predicted by all of the selected RANS turbulence models, but only the result of the SST \( k-\omega \) turbulence model is well conformed to the experimental data on the whole. The maximum deviation does not exceed 11.7%. Conversely, the results of other RANS turbulence models successively deviate from the experimental values after \( x/d \approx 40 \). Therefore, the SST \( k-\omega \) turbulence model is applied to simulate the heat transfer of MM in the vertical upward tube at supercritical pressures in this study.

In the transport equations for SST \( k-\omega \) turbulence model, the turbulent kinetic energy \( (k) \) and the specific dissipation rate \( (\omega) \) in the cylindrical coordinates are obtained by the following equations, respectively:

\[
\frac{\partial}{\partial x} (\rho \mu) + \frac{\partial}{\partial y} (\rho \varepsilon) = \frac{\partial}{\partial x} \left[ \mu \left( \frac{\partial \mu}{\partial x} \right) \frac{\partial (\gamma \mu)}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial \mu}{\partial y} \right) \frac{\partial (\gamma \mu)}{\partial y} \right] + G_{\omega} - Y_{\omega}
\]  

(10)

\[
\frac{\partial}{\partial x} (\rho \omega) + \frac{\partial}{\partial y} (\rho \omega) = \frac{\partial}{\partial x} \left[ \mu \left( \frac{\partial \omega}{\partial x} \right) \frac{\partial \mu}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial \omega}{\partial y} \right) \frac{\partial \mu}{\partial y} \right] + G_{\omega} - Y_{\omega} + D_{\omega}
\]  

(11)

where \( \sigma_t \) and \( \sigma_\omega \) are the turbulent Prandtl numbers for \( k \) and \( \omega \), respectively, \( G_{\omega} \) is the generation of \( \omega \), \( Y_{\omega} \) is the generation of \( \omega \), \( Y_{\omega} \) denotes the dissipation rate of \( k \), \( Y_{\omega} \) is the dissipation rate of \( \omega \), and \( D_{\omega} \) is the cross-diffusion term, of which specific values and calculation methods can be referred to the literature (Menter, 1994).

3. RESULTS AND DISCUSSION

The numerical and experimental results of heat transfer characteristics under the condition of a mass flux
of 500 kg/m²s, a pressure of 2.0 MPa and a heat flux of 80 kW/m² are shown in Fig. 8(a). It can be seen that the local wall temperature and Nusselt number simulated by Fluent are basically consistent with those of experiment. The maximum deviations for \( T_w \) and \( N_u \) are 1.29% and 11.7%, respectively. Compared with the normal heat transfer values calculated by the Dittus–Boelter correlation (Holman, 2010), the heat transfer characteristics of MM in the vertical upward tube at supercritical pressures have not been noticeably enhanced; on the contrary, most of them are in a deteriorating state. Depending on the different temperatures in the tube (Fig. 8(a) and (b)), the heat transfer characteristics can be approximately divided into three regions. As the wall temperature \( T_w \) is less than \( T_{pc} \) near \( x/d \approx 50 \), the Nusselt number is in keeping with that of the Dittus–Boelter correlation, which is the normal heat transfer. As \( T_w \) is greater than \( T_{pc} \), the rising slope of \( N_u \) is apparently increased and the heat transfer starts to deteriorate. Notably, the rising slope of \( T_w \) becomes gentle suddenly at \( x/d \approx 120 \), where the first local minimum point of HTD appears correspondingly. While the bulk temperature \( T_b \) reaches \( T_{pc} \) \( (H_b \approx H_{pc}, x/d \approx 220) \), the deterioration starts to recover, generating the second local minimum point of HTD.

The boundary conditions have a great influence on the heat transfer characteristics of supercritical fluids, as learned from the existing experimental study (Xu et al., 2020b). Figure 9 shows the numerical and experimental Nusselt numbers under different heat fluxes and pressures at a mass flux of 500 kg/m²s. The numerical results are basically in agreement with the experimental ones, which can well simulate the heat transfer processes on normal, two deteriorations and recovery. The effects of boundary conditions on the heat transfer characteristics can be concluded that the HTD is more serious with the increase in heat flux and the decrease in supercritical pressure. Furthermore, when the pressure is 2.0 MPa and the heat fluxes are 80 kW/m² and 100 kW/m², the numerical results are smaller than those of the experiment near the second local minimum point of HTD, and the maximum deviations are 11.7% and 31.9% (Fig. 9(a)). While the pressure is 2.4 MPa and the heat flux is 100 kW/m², the maximum deviation of 24.7% appears around the first local minimum point of HTD, and the numerical results are larger than those of the experiment (Fig. 9(b)).

Usually, the characteristics of convective heat transfer in the tube are closely related to the flow state of the fluid. To reveal the mechanism of the deteriorated heat transfer of MM in a vertical upward tube at supercritical pressures and the effects of boundary conditions, the contours of the key information on the turbulent flow in the tube and near the wall are analyzed, and the interactions between the distributions and heat transfer characteristics are discussed in the following.

The distributions of fluid temperature are shown in Fig. 10. In fact, it is a dimensionless temperature defined by the ratio of the local fluid temperature \( T_{fl} \) to \( T_{pc} \) to better distinguish the region that achieved the supercritical
Fig. 10 Contours of distribution on fluid temperature in the tube and near the wall: (a) $P = 2.0$ MPa, $q = 80$ kW/m$^2$; (b) $P = 2.0$ MPa, $q = 100$ kW/m$^2$; (c) $P = 2.4$ MPa, $q = 100$ kW/m$^2$

Fig. 11 Contours of distribution on fluid density in the tube and near the wall: (a) $P = 2.0$ MPa, $q = 80$ kW/m$^2$; (b) $P = 2.0$ MPa, $q = 100$ kW/m$^2$; (c) $P = 2.4$ MPa, $q = 100$ kW/m$^2$

The inlet temperature is 473.15 K. The pseudocritical temperatures of MM at pressures of 2.0 and 2.4 MPa are 520.55 and 533.02 K, respectively. $\delta$ represents the thickness of the flow boundary layer, which is equal to the radius of the tube in the fully developed region. As shown in Fig. 10, on account of the fluid heated by the constant wall heat flux continuously, its trend on distribution is the near-wall temperature is higher than that of mainstream, and the overall gradually increases along the axial direction. Near the contours where the fluid temperature reaches $T_{pc}$, the gradient of temperature rise decreases noticeably, resulting in the deformation of the temperature profile. When the fluid temperature is completely greater than $T_{pc}$, the temperature profile gradually returns to normal.

Moreover, by comparing Fig. 10(a) and (b), as the mass flux and pressure are constant and the heat flux increases from 80 kW/m$^2$ to 100 kW/m$^2$, a significant high-temperature area appears near the wall ($x/d \approx 140–200$) soon after the fluid temperature is higher than $T_{pc}$, which may cause the higher thermal resistance and the worse heat transfer. Its temperature profile is severely deformed. While the mass flux and heat flux are constant, the decrease in the gradient of temperature rise in the area near $T_{pc}$ is weakened remarkably with the pressure increased to 2.4 MPa compared with the situation at 2.0 MPa, as shown in Fig. 10(c). It is implied that the tendency of fluid temperature rise in the heating tube will become uniform with the increase in supercritical pressure, and the distribution profile is also changed a little near $T_{pc}$.

The distributions of fluid density are shown in Fig. 11. The fluid density distribution is inversely proportional to the temperature distribution. The near-wall density is higher than that of mainstream. The fluid density decreases along the axial direction overall, and the...
decreasing gradient is increased near \( \rho_{pc} \) significantly, which contributes to the deformation of the density profile.

When the heat flux increases from 80 kW/m\(^2\) to 100 kW/m\(^2\), as shown in Fig. 11(a) and (b), the decreasing gradient of the fluid density near \( \rho_{pc} \) is more intensified. While the pressure increases to 2.4 MPa, although the decreasing gradient of the fluid density near \( \rho_{pc} \) is increased slightly, as shown in Fig. 11(c), the increasing degree is obviously smaller than that of the pressure of 2.0 MPa. It also indicates that the drastic change of thermal properties of supercritical fluid near the pseudo-critical temperature will be moderated with the increase in supercritical pressure.

Figure 12 shows the distributions of fluid velocity, of which the values are the ratio of the local velocity to the inlet velocity. Since the cross-section of the tube is constant, the fluid velocity will increase with decreasing density. As present in Fig. 12, the fluid velocity increases rapidly after a slow growth from the entrance along the axial direction, and the increasing gradient is intensified, that is, the increasing flow acceleration. The strong flow acceleration would deform the velocity profile, even from U-shaped to M-shaped.

By comparing Fig. 12(a) and (b), it can first be determined that the higher the heat flux is, the faster the flow velocity increases near \( T_{pc} \) along the axial direction, which makes the outlet velocity of 100 kW/m\(^2\) higher than that of 80 kW/m\(^2\). Second, it can be seen that the velocity profile with 100 kW/m\(^2\) has more severe deformation than that with 80 kW/m\(^2\), and the M-type velocity distribution is wider. While the pressure increases from 2.0 to 2.4 MPa, as shown in Fig. 12(c), the flow velocity will accelerate for a period near the fluid temperature reaching \( T_{pc} \) (\( x/d \approx 200–250 \)), but it is not as evident as that of 2.0 MPa, and the velocity profile only becomes flattened and does not appear M-shaped.

Figure 13 shows the distributions of flow shear stress. The flow shear stress is defined as follows:

\[
\tau = \tau_{lur} + \tau_{tur} = \mu_l \frac{du}{dy} + \mu_{tur} \frac{du}{dy}
\]

It is the sum of the local laminar shear stress and turbulent shear stress of the fluid, where \( \mu_l \) is the dynamic viscosity, \( \mu_{tur} \) is the turbulent viscosity, namely the eddy viscosity coefficient, and \( \frac{du}{dy} \) is the partial derivative of the axial velocity in the radial direction. As shown in Fig. 13, the fluid flow shear stress is lower in the region of entrance and core mainstream, and higher near the wall. Combined with the contours of fluid temperature, it is further observed that the flow shear stress near the wall starts to diminish after the wall temperature reaches \( T_{pc} \). When the local fluid temperature is completely greater than \( T_{pc} \), a minimum flow shear stress region appears in the mainstream area. Subsequently, the flow shear stress near the wall is raised quickly.

Under the condition of 2.0 MPa pressure, as shown in Fig. 13(a) and (b), a pair of symmetric regions with negative shear stress are formed in the mainstream area, whose position corresponds to the velocity profile of M-shaped. The turbulence produced by the fluid in this region should be inhibited, and the turbulence intensity will decrease accordingly. With the increase of heat flux, not only the area of negative shear stress expands, but also its minimum value further decreases. While the pressure is 2.4 MPa, as presented in Fig. 13(c), the mainstream shear stress in the tube will drop to a minimum value, but there is no negative area, which corresponds to whether the fluid velocity distribution appears M-shaped.

The distributions of fluid dimensionless density are shown in Fig. 14. The dimensionless density is defined as \( (\rho_b - \rho)/\rho_b \), which expresses the comparison values between the local fluid density (\( \rho_b \)) and the average density (\( \rho_b \)) on the cross section of the tube. Combined with the contours of fluid density, it is learned that the near-wall fluid density starts to decrease sharply after the wall temperature reaches \( T_{pc} \), resulting in \( \rho_s > \rho_f \) on the section.
Fig. 13 Contours of distribution on fluid shear stress in the tube and near the wall: (a) $P = 2.0$ MPa, $q = 80$ kW/m$^2$; (b) $P = 2.0$ MPa, $q = 100$ kW/m$^2$; (c) $P = 2.4$ MPa, $q = 100$ kW/m$^2$

The radial density difference coupling with gravity will inevitably generate the effect of buoyancy, so the area with positive dimensionless density can represent the region of buoyancy effect, and its strongest region (the red contour line) acts near the wall at $T_w > T_{pc}$. By contrast, when the bulk temperature reaches around $T_{pc}$, the local fluid density in the mainstream is larger than $\rho_b$, thus forming a negative dimensionless density area, and the area will first reach a lowest region along the axial direction and then recover. The fluid will be accelerated by the axial reduction of density, so the area with negative dimensionless density can represent the region producing flow acceleration effect, and the strongest region (the blue contour line) is at the same position as the minimum flow shear stress.

Moreover, by comparing Fig. 14(a) and (b), it can be found that increasing the heat flux will magnify the minimum and maximum values of the dimensionless density and their distribution regions. However, increasing the pressure will decrease the absolute values of the extreme ones of the dimensionless density, as well as their distribution regions, as shown in Fig. 14(c). Therefore, it can be implied that the effects of buoyancy and flow acceleration generated by the supercritical heat transfer in the tube will intensify with the higher heat flux and weaken with the higher supercritical pressure.

Figure 15 shows the distributions of fluid turbulence intensity. The turbulence intensity is defined as follows:

$$ I = \frac{u}{U} = \sqrt{\frac{1}{3} \left( \frac{u_x^2 + u_y^2 + u_z^2}{U_x^2 + U_y^2 + U_z^2} \right)} $$

(13)
the rapid decline in fluid density in the axial direction. While the decrease in the axial direction, its range in the mainstream distribution is the local laminarization. The intensity is attributed to the strong buoyancy effect. While the bulk mainstream produces turbulent fluctuation. As shown in Fig. 15, the ratio of the local root mean square of the turbulence intensity in Fig. 15(c), the low turbulence intensity generated near the wall and in the mainstream is alleviated.

On the whole, the heat transfer will deteriorate in the region of $T_b < T_{pc} < T_c$, and there are two local minimum points of HTD. Combined with Fig. 10–15, it is learned that the variation in density in the radial direction near the wall coupling with gravity will form a buoyancy effect in the region of $T_b < T_{pc} < T_c$. The effect of buoyancy can reduce the fluid shear stress and turbulence intensity at the corresponding location, thereby decreasing in heat transfer. Whereas the rapid drop in fluid density in the axial direction will produce a strong effect of flow acceleration near $T_b \approx T_{pc}$, which can deform the profile of fluid velocity and even appear M-shaped, thus reducing the local shear stress and turbulence intensity, ultimately leading to HTD. The positions of two generated sources of low turbulence intensity in Fig. 15 are in good agreement with the locations of two local minimum points of HTD under the same conditions in Fig. 9, so it can be proved that the first HTD is mainly due to the buoyancy effect, and the flow acceleration effect contributes to the second HTD principally. Furthermore, when the heat flux increases, the drop gradient of the fluid density in the tube near $T_{pc}$ will be obviously intensified, resulting in the stronger effects of buoyancy and flow acceleration caused by the density change, and thus more serious HTD. However, the rapid variation in fluid density near $T_{pc}$ will become moderate with the increase in pressure, so the effects of buoyancy and flow acceleration will be weakened, and the HTD will recover.

4. CONCLUSION

The heat transfer characteristics of MM at supercritical pressures in a vertical upward tube are investigated in the present study. Based on the experimental data, the methods of numerical simulation and data processing are first determined. Subsequently, the influences of boundary conditions, including heat flux and pressure, on heat transfer characteristics are discussed. Finally, the mechanism of HTD is revealed by analyzing the distributions of the key turbulent flow parameters under the different conditions. The main conclusions are as follows:

1. The heat transfer characteristics are HTD, and there is no apparent HTE. The heat transfer starts to deteriorate at $T_a > T_{pc}$ and recover at $T_b > T_{pc}$, of which processes will come into being two deteriorated extreme points. The first one is at $T_b < T_{pc} < T_c$, and the second one is near $T_b \approx T_{pc}$.

2. The buoyancy effect is induced by the drastic variation in fluid density in the radial direction near the wall coupling with gravity in the region of $T_b < T_{pc} < T_c$. By contrast, the flow acceleration effect mainly is caused by the rapid decrease in fluid density in the axial direction near $T_b \approx T_{pc}$. Both of them will reduce the local shear stress and turbulence intensity, thereby inhibiting the heat transfer. The two local minimum points of HTD correspond to the two regions of low turbulence intensity, suggesting that the first HTD is due to the buoyancy effect.
and the flow acceleration effect contributes to the second HTD.

(3) The buoyancy and flow acceleration are enhanced with the increase in heat flux because of the more intense drop gradient of the fluid density near $T_c$, resulting in more severe HTD. With the increase in supercritical pressure, the effects of buoyancy and flow acceleration are weakened due to the relatively moderate change of fluid density near $T_c$, thus reducing the deteriorated degree of heat transfer. Therefore, HTD will become more serious with the heat flux increased and recovers with the supercritical pressure raised.

Based on the above conclusions, for the design of SORC system, it is recommended to appropriately increase the inlet pressure of turbine and reduce the heat flux of the heater under the premise of ensuring the stable and efficient operation of the turbine and the overall system, achieving the circumvention of HTD in the heat exchanger to prevent thermal decomposition of the working fluids and reduce the exergy loss of the system.
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