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ABSTRACT 

Two-dimensional computational fluid dynamics (CFD) simulation with selected kinetics for H2–air mixture 

of a hydrogen-fuelled single-pulse detonation engine were performed through ANSYS FLUENT commercial 

software for diagnostic purposes. The results were compared with Chapman–Jouguet (CJ) values calculated 

by the CEA (Chemical Equilibrium with Applications) and ZND (Zel’dovich–Neumann–Döring) codes. The 

CJ velocities and pressures, as the product velocities are in agreement, however, the CJ temperatures are too 

higher for 2-D simulations; as a consequence, the sound velocities were overpredicted. OH* kinetics added to 

the reaction set allowed visualization of the propagation front with several detonation cells showing a 

consistent multi-headed detonation propagating in the whole tube. The detonation front was slightly perturbed 

at the end of the tube with inclination of front edge and fewer cell numbers, and more significantly at the 

nozzle entrance with velocity reduction, resulting in a weak and unstable detonation. OH* images showed the 

detonation reaction zone decoupled from the shock front with disappearance of cellular structure. The 

inclusion of OH* reaction set for CFD simulation coupled to kinetics is demonstrated to be an excellent tool 

to follow the detonation propagation behaviour. 

Keywords: Computational fluid dynamics; Pulse detonation engine; OH* kinetics; OH* images; Diagnostics. 

NOMENCLATURE 

a sound velocity 

hi enthalpy of ith chemical specie 

k turbulent kinetic energy 

M Mach number 

Mi molecular weight of ith chemical specie 

p pressure 

T temperature 

u propagation velocity in the direction of flow

𝑣⃗  velocity vector

Yi mass fraction of ith chemical specie

 density

 viscosity

1. INTRODUCTION

Detonation propagation by computational fluid 

dynamics (CFD) has been studied for many 

decades (Fickett and Davis, 2010; Lee, 2008). In 

function of the computational power growth and 

advances in the numerical methods associated 

with scientific advances of the experimental 

investigation on detonation in the 80s and 90s, it 

was established that the detonation is an option for 

propulsion (Perkins and Sung, 2005; Kailasanath, 

and Schawer 2017) with higher performance and 

fuel economy, due to its higher thermodynamic 

cycle efficiency. 

Detonation is an extremely efficient way of 

inflammable mixtures burning because of the 

better driving from chemical energy content and, 

hence, detonation device manufacture has been 

pursued by several research groups (Tangirala et 

al., 2003), in spite of the difficulties in achieving 

controlled and consistent detonations with 

suitable frequencies to the detonation cycle 

(Perkins and Sung, 2005; Tangirala et al., 2003; 

Kailasanath, 2000). 

Pulse detonation engines (PDEs) are one of the 
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advanced combustion devices with high potential 

for aerospace propulsion applications; further to 

their thermodynamic efficiency advantages and 

mechanical simplicity, they are scalable, reliable 

and of low cost (Wu et al., 2003). PDEs could be 

applied single-handedly or coupled to turbo-

machines by combining cycles, improving the 

performance and operational limits of both 

(Stoddard et al., 2011). 

The PDE cycle consists in the filling of the 

combustion chamber; detonation initiation; wave 

propagation and products expansion; gases 

exhaustion where an under-pressure in the 

detonation tube is generated; purge assisted with 

high velocity of the exhaust gases and new injection 

of the air–fuel mixture (Wolański, 2013). 

Hydrogen-fuelled PDEs are of great interest, since 

the first works on these devices (Nicholls et al., 

1957), due to the hydrogen properties as low 

molecular weight, high reactivity, high specific 

heat, wide combustible limits that lead to higher 

performances. Furthermore, the use of hydrogen as 

a substitute fuel to the current petrol fuels has been 

widely considered because of the pollutant 

reduction, mainly CO2 and particulate carbonaceous 

matter, in spite of its transport, distribution and 

storage difficulties. Numerical and experimental 

studies of hydrogen-fuelled PDEs have verified 

high levels of NOx, but viable techniques for its 

reduction have been proposed (Wolański, 2013; 

Yungster et al., 2006; Bozhenkov et al., 2003). 

Multidimensional and high-precision CFD 

simulations, in which the compressibility effect and 

time evolution of propagation dynamics coupled to 

the combustion chemistry, are fundamental for 

better understanding of the operational and 

performance issues for these detonation engines, in 

addition to the pollutant production (Kailasanath, 

and Schwer, 2017; Yungster et al., 2006). These 

particular characteristics that require a high level of 

computational mesh refinement in the detonation 

front and its neighbourhood (Yi et al., 2017) in 

association with hydrogen chemical kinetics and the 

inverse dependence of the reaction rates on pressure 

(Smirnov and Nikitin, 2014) , make it a hard task to 

simulate hydrogen-fuelled PDEs. Small reaction 

sets are not able to predict a wide range of 

combustion conditions and a complete or detailed 

reaction mechanism adds more complexity to the 

simulation and computational time consumption. 

Furthermore, there are phases of detonation 

phenomena, as detonation initiation and 

deflagration-to-detonation propagation that are little 

known. However, the high cost involved in 

experimental combustor tests and the need of a 

short time for their development have stimulated the 

scientific community to apply CFD for prediction 

and optimization of the PDEs’ operational 

parameters and performance (Anetor et al., 2012; 

Kim et al., 2003). Therefore, several non-

commercial and commercial codes (CFD++, KIVA, 

SPARK, ANSYS Fluent, etc.) with different 

numerical methods (finite-difference methods, 

finite-volume discretization method, weighted 

essentially non-oscillatory (WENO) discretization 

scheme) coupled to the skeletal, reduced and 

detailed chemical kinetics, and also the turbulence 

models have been employed for this type of study 

(Perkins and Sung, 2005; Tangirala et al., 2003; 

Rudy et al., 2014; Gavrikov et al., 2000; Taylor et 

al., 2013; Zhang et al., 2016; Debnath and Pandey, 

2017; He and Karagozian, 2006; Liu et al., 2016). 

For simplicity of CFD simulation, several studies 

have applied direct detonation initiation and a single 

reaction step (Im and Yu, 2003). However, skeletal 

kinetic models are not able appropriately to 

simulate ignition delay times and detonation 

cellular structure; both parameters allow a good 

representation of a reaction mechanism (Liu et al., 

2016). 

CFD has also been employed for detonation and 

PDE simulations to validate reaction mechanisms 

and optical diagnostics (Smirnov and Nikitin, 2014; 

Ebrahimi and Merke, 2002; Mével et al., 2014, 

2015; Gallier et al., 2017). The verification and 

validation of the computational results, in other 

words, the evaluation of the applied simulation 

procedures and prediction ability of the applied 

methods, respectively, are essential for CFD 

analysis credibility (Mehta, 1998). Therefore, a 

well-established numerical model could be a 

complementary tool for experimental optical 

diagnostics (Mével et al., 2014; Gallier et al., 2017; 

Pitgen et al., 2003) adding higher quantitative 

precision for imaging. 

As a means to establish a numerical model for 

supporting the experimental diagnostics of an ideal 

PDE, 2-D CFD simulations coupled to a reduced 

reaction mechanism with OH* chemical kinetics by 

applying ANSYS Fluent 17.0 software were carried 

out. OH* kinetics permits more accuracy to the 

multidimensional simulation, enabling and 

improving the optical diagnostics. 

2. NUMERICAL METHODOLOGY 

Multidimensional CFD from compressive reactive 

Reynolds Averaged Navier–Stokes (RANS) 

equations with k–ɛ renormalization group (RNG) 

turbulence model coupled to a reduced chemical 

kinetics for H2–air were applied for solution of the 

detonation wave in an ideal PDE, as described 

below. 

2.1 Governing Equations 

Conservation of mass for each chemical species (i): 

( )
.( ) . i

i i i

Y
Y J R

t





   


                     (1) 

where  is the chemical production rate for the i-th 

chemical species and 𝐽 𝑖  is the diffusion flow, 

defined as 

, ,
t

i i m i T i
t

T
J D Y D

Sc T



  
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              (2) 

where Di,m and DT,i are mass and thermal diffusion 

coefficients, respectively, and the turbulent Schmidt 
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number, 
𝑆𝑐𝑡 = 

𝜇𝑡

𝜌𝐷𝑡
 
 , where t is the turbulent 

viscosity and Dt is the turbulent diffusion. 

Conservation of momentum: 

. ( ) . ( ) .( )p
t

g F


  




    



 

          (3) 

where p is the static pressure, 𝜌𝑔   represent the 

gravitational forces and 𝐹    the external forces. 

𝜏  , the stress tensor, is expressed as follows        

2
( ) .

3

T I    
 

     
 

                             (4) 

where  is the molecular viscosity, I is the unit 

tensor; the second term on the right-hand side of the 

equation represents the volumetric dilatation effect. 

Conservation of energy: 

( ) .( ( ))

. ( . )efeff i i h
i

E E p
t

k T h J S

  

 
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 


                 (5) 

where keff  is the effective thermal conductivity and 

the Sh term includes the energy source from 

chemical reactions, as follows 

eff tk k k                                              (6) 

0

,
i

h r i
ii

h
S R

M
                                                 (7) 

where kt is turbulent thermal conductivity the ℎ𝑖
0
   is 

the formation enthalpy of each species i. 

2.2 Turbulence Model 

The RNG k–ɛ model was used as the turbulence 

model for hydrogen-fuelled PDE simulation. The 

model equations are shown in Eqs. (8) and (9).  
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     (9) 

where Sk and S  are defined by the user; C1  and 

C2 are constants equal to 1.42 and 1.68; C3 is 

given by Eq. (10). 

3 tanhC
u




                                                     (10) 

where  is the velocity component parallel to the 

gravity vector and  is perpendicular component to 

this vector. 

For high Reynolds number, as in detonation, inverse 

Prandtl effective numbers for k and ɛ, k and , are 

equal to 1.393. The additional R term is defined as 

follows 

3
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where 𝜂.= 
𝑆𝑘
𝜀  , 0 = 4.38;  = 0.012 and C 

0.0845. 

Gk and Gb represent the generation of turbulent 

kinetics energy due to the average velocity and 

fluctuation gradients, respectively, and both are 

proportional to the turbulent viscosity 
(𝜇𝑡 = 𝜌𝐶𝜇

𝑘²

𝜀
) 

.  

YM represents the compressibility effect on 

turbulence related to the square of the turbulent 

Mach 
(𝑀𝑡 =  

𝑘

𝑎²
) 
 and directly proportional to the 

rate of dissipation of turbulence energy, ɛ. The 

turbulent kinetic energy, k and the rate of 

dissipation of turbulence energy, ɛ are calculated 

through Eqs. (12) and (13). 

23
( )

2
avgk u I                                       (12) 

3
23

4
k

C
l

                                                        (13) 

The term uavg is the average velocity of the flow and 

I is the turbulence intensity, which is determined by 

velocity fluctuation and average velocity ratio 

(𝐼 =
𝑢′

𝑢𝑎𝑣⃗𝑔
) 
, which determine k. The turbulent length 

scale, given by l, allows determination of ɛ. 

The RNG k–ɛ model allows computing the swirl 

effects from turbulent flows, applying a modified 

equation for turbulent viscosity, 
𝜇𝑡𝑠 = 𝜇𝑡𝑓  𝛼𝑠 ,Ω,

𝑘

𝜀
  
, 

where  is the swirl number, calculated 

automatically by the software and s is a swirl 

constant with values dependent on turbulence 

characteristics affected by swirl (swirl-dominated or 

middy swirling). 

2.3 Chemical Kinetic Models 

Chemical reaction kinetics for H2–air detonation 

were evaluated through the ZND model, by 

applying a code from the Explosion Dynamics 

Laboratory of Caltech (Kao and Shepherd, 2008), 

with the aim to select the best reduced reaction set 

for 2-D simulation of an ideal PDE. 

Nine reaction mechanisms were tested and 

compared with a detailed reaction set (Browne et 

al., 2005) for proper selection. Three reduced 

chemical kinetics used for high speed deflagration 

(Zhukov, 2012), DDT (Ivanov et al., 2011) and 

detonation (Petersen and Hanson, 1999) were not be 

able to reproduce the results from detailed reaction  



E. C. Maciel and C. S. T. Marques / JAFM, Vol. 12, No. 4, pp. 1249-1263, 2019.  

 

1252 

Table 1 Reduced reaction chemical kinetics. Reaction rates are presented in the form 

k=A Tn exp(-E/RT) and units are in cm3, mol, s, K and cal/mol. 

Species 

1. H2 2. H 3. O2 4. O 5. OH 

6. HO2 7. H2O2 8. H2O 9. N2 10. OH* 

Forward reactions parameters A n E 

Reaction chemical kinetics from Smirnov and Nikitin (2014) 

1 H + O2 = OH + O 2.00  1014 0.00 16802.0 

2 H2 + O = H + OH 5.06  104 2.70 6285.9 

3 H2 + OH = H2O + H 1.00  108 1.60 3298.3 

4 OH + OH = H2O + O 1.50  109 1.10 95.6 

5 H + H + M = H2 + M* 1.80  1018 –1.00 0.0 

6 O + O + M = O2 + M* 2.90  1017 –1.00 0.0 

7 H + OH + M = H2O + M* 2.20  1022 –2.00 0.0 

8 H + O2 + M = HO2 + M* 2.30  1018 –0.80 0.0 

9 H + HO2 = 2 OH 1.50  1014 0.00 1003.8 

10 H + HO2 = H2 + O2 2.50  1013 0.00 693.1 

11 H + HO2 = H2O + O 3.00  1013 0.00 1720.8 

12 HO2 + O = OH + O2 1.80  1013 0.00 –406.31 

13 HO2 + OH = H2O + O2 6.00  1013 0.00 0.0 

14 HO2 + HO2 = H2O2 + O2 2.50  1011 0.00 1242.8 

15 OH + OH + M = H2O2 + M* 3.25  1022 –2.00 0.0 

16 H2O2 + H = HO2 + H2 1.70  1012 0.00 3752.4 

17 H2O2 + H = H2O + OH 1.00  1013 0.00 3585.1 

18 H2O2 + O = OH + HO2 2.80  1013 0.00 6405.4 

19 H2O2 + OH = H2O + HO2 5.40  1012 0.00 1003.8 

OH* chemical kinetics from Mével (2009) 

20 H+O+M = OH*+M 6.00  1014 0.00 6940.0 

21 OH*+H2O = OH+H2O 5.92  1012 0.50 –861.0 

22 OH*+H = OH+H 1.50  1012 0.50 0.0 

23 OH*+H2 = OH+H2 2.95  1012 0.50 –444.0 

24 OH*+O2 = OH+O2 2.10  1012 0.50 –482.0 

25 OH*+O = OH+O 1.50  1012 0.50 0.0 

26 OH*+OH = OH+OH 1.50  1012 0.50 0.0 

27 OH* = OH 1.46  106 0.00 0.0 

Third-body reactions with M enhanced by H2O = 6.5; H2 = 1.0; O2 = 0.4 and N2 = 0.4.  

 
sets. Another reduced chemical kinetics from 

Smirnov for H2–air combustion in engines of 

different types (based on deflagration, DDT and 

detonation) (Smirnov and Nikitin, 2014) and a 

skeletal reactions set (Eklund and Stouffer, 1994), 

widely applied for supersonic combustion, were 

also verified without and with OH* kinetics. 

Further, two OH* reaction sets were simulated 

(Kathrotia et al., 2010; Mével, 2009). 

After careful analysis, the reduced mechanism from 

Smirnov and OH* kinetics from Mével were 

selected for PDE simulation (Rodrigues et al., 2015; 

Maciel, 2017). This reaction set does not include 

nitrogen chemistry. The insertion of the OH* 

kinetics gives higher precision to the simulation for 

comparison with the optical diagnostics results, due 

to the special characteristics of this radical as a 

marker of the reaction zone.  

Table 1 shows the elementary reactions and their 

Arrhenius parameters for Smirnov chemical kinetics 

with Mével’s OH* reaction set. 

2.4 Equation Discretization 

For equation time–space discretization and solution 

of detonation phenomena in an ideal PDE, the 

commercial ANSYS Fluent 17.0 was employed, 

which applies the finite-volume method in each 

control volume of the computational domain. It uses 

the Gauss–Seidel method that solves the linear 

equations system in time together with the 

Algebraic Multigrid Method (AMG) that solves the 

linear transport equations from pressure–velocity 

variables using an implicit method. These methods 

are coupled to pressure-based solver, which solves 

simultaneously the system of momentum and 

pressure-based continuity equations and after 

updating the mass flux, it solves the energy, species, 

turbulence and other scalar equations.  

For chemical kinetics equations, the solver CFD-

CHEMKIN was used with Eddy-Dissipation-

Concept (EDC). EDC is a turbulence–chemistry 

interaction model that assumes small turbulence 

structures (fine scales) where the reaction occurs.  
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Fig. 1. Computational domain as two regions with different composition and pressure. 

 

 

The fine structures drive both the dissipation of 

turbulence energy into heat and the molecular 

mixing. With detailed chemistry, the fine structures 

regions are considered as well-stirred reactors and 

the chemical reactions take place after a specific 

time scale (Magnussen, 2005). They are important 

mainly in detonation initiation, when a fast 

deflagration propagates to become a detonation 

(Deiterding and Bader, 2005).  

Numeric stability and precision are fundamental for 

reliable results and further for detonation (Navaz 

and Berg, 1998). Hence, the Courant–Friedrich–

Lewy (CFL) number and time step (Δt) must be 

carefully chosen. As recommended for detonation 

simulations (Srihari et al., 2015), the CFL number 

was set as 0.1 to 1 and the maximum time step was 

adjusted using the equation below 

CJ

x
t CFL

D

 
   

 
                             (14) 

where DCJ = 1968.5 m/s (Marques et al., 2010) and 

x is the computational grid spacing. 

The upwind second-order space discretization was 

chosen for energy, density, momentum and 

chemical  species  in  the  cell  faces  from  the grid, 

while second-order centred interpolation was 

selected for pressure. The Green–Gauss node-based 

the second-order implicit method for transient 

formulation were applied. The setting of time–space 

discretization follows the works on H2–air 

detonation simulations (Srihari et al., 2015; Taylor 

et al., 2012, 2013; Sugiyama and Matsuo, 2012). 

2.5 Simulation conditions 

Figure 1 shows the computational domain for the 

two-dimensional H2–air detonation simulation in an 

ideal PDE, where two regions are considered. It 

represents the real dimensions of the experimental 

single-shot pulsed detonation device (Marques et 

al., 2010).  

The first region represents the detonation tube of 36 

mm internal diameter (D) and 1520 mm length 

closed by an ignition flange and a diaphragm, where 

the H2–air mixture at 1 atm (101.325 kPa) is placed. 

The second region is that where the detonation 

expansion occurs, when the diaphragm is burst and 

it is under 10 Pa of air. The tube transversal section 

is constant up to 1580 mm, where a divergent 

nozzle begins with 6.5º, whose length is 1980 mm. 

The nozzle is inserted in the test chamber with 320 

mm internal diameter and 500 mm length. There is 

no physical separation barrier of the two regions in 

the computational model. 

In simulations, the initial temperature of 300 K, 

21% O2 and 79% N2 as air composition, and 

adiabatic walls were considered. Further, specific 

heat, thermal conductivity and viscosity were 

determined by ideal-gas-mixing law from ANSYS 

Fluent. However, the mass diffusivity for all species 

considered in the two regions was defined as 2.88  

10–5 m2/s. 

Ignition of stoichiometric H2–air detonation was 

provided by a narrow rectangular region of high 

pressure and temperature with circular regions in 

front of it, all regions are composed by H2O, as the 

Oran research group has applied (Tangirala et al., 

2003; Taylor et al., 2012). The detonation ignition 

is improved by collisions from the shock front 

produced in the hot and compressed regions (Taylor 

et al., 2012).  

Figure 2 shows the ignition method adopted. CJ 

detonation initiation at short distance was acquired 

from a 3 mm  36 mm region with 500 atm and 

4000 K. The pressure and temperature values 

employed for detonation initiation did not affect the 

CJ conditions reached after detonation stabilizing. 

Furthermore, the deposited energy is lower than the 

critical initiation energy for direct detonation of H2–

air mixtures (Benedick et al., 1986). 

 

 
Fig. 2. High pressure and temperature patch 

with circular regions. 
 

A high refinement level of the detonation front is 

required for phenomena solution and it is higher as 

reaction number grows. The grid convergence study 

showed that CJ velocity values (DCJ) for direct 

detonation are independent of grid spacing smaller 

than 100 m and in these conditions velocities very 

close to DCJ were found (0.97–1.02 DCJ). In 

addition, cellular detonation structure was visible 

for mesh refinement of 50 m. Therefore, the 

dynamic refinement from ANSYS Fluent was 

employed by increasing the cell number, where 

large density changes occur. A computational grid  
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Table 2 Propagation parameters for the stoichiometric H2–air detonation 

  PVN (atm) PCJ (atm) TCJ (K) DCJ (m/s) Mach 
Sound Velocity 

(m/s) 

Gas 

Velocity 

(m/s) 

CEA - 15.6 2942 1969 1.00 1091 1091 

ZND 27.6 15.2 2925 1969 0.99 1125 1115 

Smirnov 0.75 m 85.8 13.3 3650 1821 0.75 1340 1005 

1.5 m 101.4 14.0 3650 1996 0.85 1225 1041 

Smirnov with 

OH* 

0.75 m 111.5 16.4 3650 1952 0.77 1350 1040 

1.5 m 96.7 13.7 3650 1939 0.83 1275 1058 

 

 

with spacing of 250 m with 1.58 million cells, a 

time step (Δt) equal or less than 1  10–7 s and at 

least 50 m of refinement (three levels) in the 

regions (shock front and reaction zone) of large 

density changes were used. 

Operational conditions for a reliable and stable 

detonation in PDEs are those with ca. 0.9–1.1 DCJ, 

but it is possible to establish an operational 

condition in the limit of detonation propagation, 

where the velocity is 0.85 DCJ (Virot et al., 2009). 

For this reason, detonation cell widths (λ) were 

calculated from CELL-H2 (Gavrikov et al., 2000) 

to parameterize the simulations on the detonation 

propagation limits. Detonation velocities must be 

above 1820 m/s (0.92 DCJ) at the end of the 

detonation tube for reliable and stable propagation, 

for which detonation cell width is equal to the tube 

diameter (λ = 36 mm) and λ = D is recognized as a 

practical criterion for the propagation limit due to 

the uncertainties on cell sizes near the limit 

(Thomas, 2009; Dupré et al., 1991). Meanwhile, for 

CJ detonation, the cell width is 10 mm. 

3. RESULTS AND DISCUSSION 

3.1 2-D Model Validation 

Simulation results for detonation propagation in the 

tube for both reaction sets from Smirnov without 

and with OH* chemical kinetics were very similar, 

as expected. 

Figure 3 presents simulated detonation velocity 

profiles, extracted from longitudinal line of the 2-D 

plot at the tube centre (Y = 18 mm) for each 0.25 m, 

while Figs. 4 to 6 display the velocity, pressure and 

temperature 2-D mappings at 1.5 m. 

Slight differences, below 10%, could be verified in 

the simulated CJ detonation parameters with 

addition of OH* chemical kinetics (Figs. 3 to 6). 

Simulated detonation velocities showed higher 

differences, around 0.9–1.10 DCJ from Smirnov and 

around 0.95–1.20 DCJ from Smirnov with OH* 

kinetics were found in the whole propagation. 

However, only in a small region the detonation 

velocity at the end of tube was outside the 10% 

change (Fig. 4(b)). Furthermore, simulated 

velocities from the reaction set with OH* kinetics 

had lower fluctuations in the detonation front (Fig. 

4). 

 

 
Fig. 3. Simulated H2-air detonation velocity 

profiles in the propagation axis. 

 

CJ detonation parameters simulated from 2-D CFD 

coupled to the chemical kinetics were compared 

with those calculated through CEA (Marques et al., 

2010) and ZND codes for evaluation and validation 

of the model. They were extracted from plot 

analysis at 0.75 m and 1.5 m, as in Fig. 7. Von 

Neumann pressures were also determined from 

pressure profiles in these plots. 

CJ conditions were established at the end of the 

reaction zones and with this aim the simulated HO2 

profiles found for both the reaction sets were 

applied. All intermediate species are a majority in 

the reaction zone, after then there is a quasi-steady 

state. The OH* radical is an excellent space and 

time marker of the reaction zone, but was simulated 

only in one of the reaction sets. CJ detonation 

velocities (DCJ) were extracted from velocity 

profiles at the end of the reaction zones in Fig. 3. 

Table 2 displays the results calculated by CEA and 

ZND one-dimensional codes, and those from 2-D 

CFD coupled to a reduced chemical kinetics 

scheme. 

As shown in Table 2, simulated von Neumann 

pressures from the two-dimensional model were 3–

4 times higher from those calculated by ZND code 

and were also significantly higher than other 2-D 

simulations, which also exceed notably those from 

ZND (He and Karagozian, 2006; Liu et al., 2016). 

However, the initial high pressure (500 atm) 

required for detonation initiation led to these 

results, similarly to 2-D simulations where 200 atm 

were applied for shock-induced detonation and 

reflected shocks of about 90 atm for initiation were 

found (Kim et al., 2003). However, most of the CJ  
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Fig. 4. Velocity mapping at 1.5 m. (a) Smirnov reaction set; (b) Smirnov reaction set with 

OH* chemical kinetics. 

 

 

 
Fig. 5. Pressure mapping at 1.5 m. (a) Smirnov reaction set; (b) Smirnov reaction set with 

OH* chemical kinetics. 

 

 

 
Fig. 6. Temperature mapping at 1.5 m. (a) Smirnov reaction set; (b) Smirnov reaction 

set with OH* chemical kinetics. 

 

detonation parameters were in good agreement, 

mainly at the end of the detonation tube. Deviations 

of ca. 10% for CJ pressures, 1–2% for CJ velocities, 

15–17% for Mach, 10–15% for sound velocities and 

3–7% for gas velocities were found at the end of the 

detonation tube. The only exception was the 

temperature, which was 24% above, because of the 

high energy deposited for detonation initiation 

associated with the reaction mechanism and 

numerical method employed. 

As can be observed in Fig. 7, the CJ plane (Mach = 

1) was shifted for lower Mach, probably due to the 

higher sound velocities found, as a consequence of 

the high simulated CJ temperatures.  

Furthermore, 2-D CFD coupled to chemical kinetics  
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Fig. 7. Pressure, Mach and mole fractions simulated profiles. (a) Smirnov reaction set; (b) Smirnov 

reaction set with OH* chemical kinetics. 
 

 

resulted in a cell detonation width of 1 mm. In spite 

of being higher than the experimental values, these 

findings are usual for H2–air detonation (Gamezo et 

al., 1999) and other 2-D simulations with chemical 

kinetics had the same results (Taylor et al., 2012, 

2013). Simulated reaction and induction zones with 

thickness around 2 mm and 0.5 mm, respectively, 

were found. They are lower than those calculated 

for 1-D steady detonations (Powers and Paolucci, 

2005) and similar for multidimensional simulations 

(Taylor et al., 2013; Im and Yu, 2003). 

Therefore, as it is supposed 10–15% fluctuations on 

CJ conditions for consistent and stable detonation 

propagation are acceptable and, as well as cellular 

structure and reaction zone thickness are typically 

underpredicted by multidimensional simulations 

with chemical kinetics, 2-D simulations applied in 

this work can be considered validated for detonation 

propagation through nozzle. 

3.2 Detonation Propagation in the tube 

by Simulated OH* Images 

Detonation propagation behaviour in the tube was 

also verified by simulated OH* images at each 0.25 

m, shown in Figs. 8 to 10.  

OH* images demonstrate stable H2–air multi-

headed detonation propagation, in which the 

detonation front has a height of more than three 

detonation cells (Boeck et al., 2016). Detonation 

cells are defined by the shock triple point, where the 

reaction is very intense and the OH* concentration 

is high. Simulated OH* images (Figs. 8 to 11) 

exhibit these multicellular structures, as has been 

recently experimentally observed (Boeck et al., 

2013, 2016; Rankin et al., 2017). Further, the 

detonation cells verified in OH* images were 

coincident with the regions of higher heat release 

simulated, not shown here. 
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Fig. 8. Simulated OH* images at 0.25 m and 0.50 m in the detonation tube. 

 
 

 

 
Fig. 9. Simulated OH* images at 0.75 m and 1.00 m in the detonation tube. 

 

 

From OH* images at 0.25 m, 1.00 m and 1.25, it 

was possible to verify a slight inclination of 

detonation fronts near the tube wall and at these 

positions the detonation velocities were lower (Fig. 

3). At 1.25 m, the detonation front seems to be more 

inclined near the tube bottom wall (Fig. 11), similar 

experimental OH* images have shown this 

behaviour for a transition regime (Boeck et al., 

2016). In addition, the simulated OH* image at 1.50 

m displayed a reduced number of detonation cells 

compared with those at 1.25 m and the detonation 

front was straighter. However, the OH* image at 

the end of the tube did not characterize an unstable 

propagation regime or a single-head detonation 

(Boeck et al., 2016). Furthermore, it is supposed to 

have a dilution effect of the reagents due to the 

interface of the vacuum region at 10 Pa, where no 

physical barrier separating it from the fresh mixture 

was placed in the computational domain. 
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Fig. 10. Simulated OH* images at 1.25 m and 1.50 m in the detonation tube. 

 

 

 
Fig. 11. Simulated OH* images at 1.25 m with expanded scale. 

 

 

3.3 Detonation Propagation Through 

Nozzle 

Immediately at the beginning of the expansion 

region, the simulated detonation velocities were 

reduced and later in the nozzle they were still lower, 

as shown in Table 3. The lower velocities were 

accomplished by lower pressures. The detonation 

velocities were reduced until those (<1674 m/s) 

typically for a degraded detonation. 

The pressure mapping in Fig. 12 at the nozzle exit 

and OH* image in Fig. 13, both obtained at the 

same time instant, show clearly that the reaction 

zone was detached from the shock front. In 

addition, the reaction zone with cellular structure 

observed in the OH* images by centres of high 

reaction intensity disappeared and an extended 

reaction zone was placed in those thinner 

thicknesses. 
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Table 3 Velocities of the detonation propagation 

through nozzle until products exhaust 

Distance (m) Velocity (m/s) 

1.53 1900 

1.55 1850 

1.58 1750 

1.60 1300 

1.70 1300 

1.85 1425 

2.00 1225 

 

 

 
Fig. 12. Pressure mapping at nozzle exit. 

 

 

 
Fig. 13. Simulated OH* image at the same time 

step of the pressure mapping (Fig. 12). 

 

 

Figures 14, 15 and 16 display the velocity mapping, 

the Schlieren and OH* images of the PDE exhaust 

plume. The Schlieren image was obtained through 

the first derivative of the density field.  

 

 

 
Fig. 14. Velocity mapping of the PDE exhaust 

plume. 

 
Fig. 15. Simulated Schlieren image of the PDE 

exhaust plume. 

 

 

 
Fig. 16. Simulated OH* image of the PDE 

exhaust plume. 

 

 

The detonation velocities’ mapping shows that 

detonation is diffracted because the velocities in the 

plume were found mainly in the range of 700–1600 

m/s. The Schlieren image allowed verifying that 

behind the shock front (~2.10 m at the centre) no 

reaction was present and fluctuations of density 

were observable of the spreading detonation. These 

fluctuations are in the same position (~2.07 m at the 

centre) of the reaction zone identified by the OH* 

image. The OH* image clearly demonstrates the 

diffraction of the detonation and a spread reaction 

zone. The detonation weakness was analogous to 

those reported by Gallier et al. (2017). 

3.4 Evaluation of the Simulation Results 

Some aspects of the simulation conditions probably 

had an effect on the simulation results. High 

pressure and temperature were required for the 

detonation initiation and propagation. The high 

refinement required due to the complexity of 

detonation phenomena was only established by high 

density changes because of the limitation of the 

commercial software applied. Usually, pressure and 

species concentration changes are also considered 

for increasing the cell number in the mesh 

refinement (Taylor et al., 2013; Ettner et al., 2014). 

These factors probably contributed to the high 

temperature simulated and to the diffraction of the 

detonation in its transmission into a larger volume. 

However, the simulation results support some of the 

experimental observations (Lopes et al, 2019). The 

multi-headed detonation propagation characterized 

by simulated OH* images pointed out that the 
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detonation propagation is under a stable regime in 

the detonation tube. The experimental results 

showed overdriven detonation ca. 3% above CJ at 

the end of the detonation tube, the propagation was 

slightly decelerated in the expansion region (ca. 

3.5% below CJ at the expansion entry) and the OH* 

images of the PDE exhaust plume reveal a 

multicellular detonation propagation in a stable 

regime (Lopes et al, 2019). As experimental results, 

the 2-D simulation coupled to a reduced chemical 

kinetics showed that detonation is decelerated in the 

expansion region (ca. 11% at the expansion entry), 

but it failed on how it was decelerated and predicted 

the diffraction of the detonation. A multi-headed 

detonation was expected in the whole engine, as 

experimental results demonstrated (Lopes et al, 

2019). 

Simulation studies with adaptive mesh refinement 

to resolve the cellular structure and a two-step 

chemistry model for the transmission from small 

channel to a larger area of a stable detonation with 

regular cellular pattern have shown decoupling of 

the reaction zone from the shock front and 

diffraction. A higher cell number than normal is 

required for stable detonation transmission (Jones et 

al., 1996; Li et al., 2016) and our simulated OH* 

images revealed a smaller number of cells 

immediately before detonation expanding through 

the nozzle, which could be related to the dilution 

effect at the interface of the two computational 

regions. 

For detonation diagnostic purposes a 2-D simulation 

has recently been employed through a high-order 

WENO scheme with adaptive mesh refinement and 

explicit time integration with Runge–Kutta method 

for detailed chemical kinetics solution (Mével et al., 

2014; Gallier et al., 2017), where the mass fractions 

were ensured to be positive with fifth-order accurate 

limitation (Gallier et al., 2017). However, this work 

has shown that a 2-D simulation coupled to a 

reduced chemical kinetics with insertion of OH* 

reaction set could be able to follow the propagation 

dynamics of the H2–air detonation through 

simulated OH* images. 

Therefore, the detonation transmission into a larger 

volume, as the nozzle, probably requires higher 

refinement with additional parameters further to the 

density or a numerical method more accurate with 

high resolution such as WENO employed by non-

commercial codes (He and Karagozian, 2006; Liu et 

al., 2016; Mével et al., 2014; Gallier et al., 2017). 

Further, higher refinement or more accurate 

numerical method for simulations of the detonation 

propagation in the tube would need lower levels of 

pressure and temperature for initiation, which could 

eliminate the slight perturbations of the shock front 

verified by OH* images and maintain the 

detonation cell number until detonation expansion. 

4. CONCLUSION 

Two-dimensional CFD coupled to a reduced 

chemical kinetics simulation were carried out for an 

ideal hydrogen-fuelled PDE using a commercial 

code. 

ZND calculations allowed proper selection of the 

reaction mechanism for 2-D CFD simulations with 

precision and low computational cost. The reduced 

reaction set tested and validated for several 

hydrogen combustion engines (rocket, PDE, RAM 

engines) was chosen and OH* chemical kinetics 

was added to it. 

The two-dimensional CFD model coupled to a 

reduced chemical kinetics was validated through CJ 

parameters calculated by CEA and ZND codes, 

considering 10–15% of fluctuations acceptable. In 

spite of von Neumann pressures and temperatures 

being discrepant, probably due to the initiation 

method associated with the reaction mechanism 

applied, they did not significantly affect the 

detonation propagation and stabilization in the tube.  

The insertion of the OH* chemical kinetics had 

little effect on the CJ parameters (<10%) and 

resulted in higher homogeneity with lower 

fluctuations of the detonation velocity field in the 

propagation front by the cylindrical tube of constant 

cross-section. 

Furthermore, the addition of OH* to the reaction 

mechanism demonstrated clearly the detonation 

propagation regime through the cellular structure 

present as centres of high OH* concentration in the 

simulated images, which could be directly 

compared with the experimental data. 

Simulated OH* images allowed verification of the 

stable regime of the stoichiometric H2–air 

detonation with multicellular propagation by the 

whole tube and its diffraction through the nozzle 

accomplished by the velocity reduction of the wave 

front. 

The simulation results confirm some of the 

experimental data, such as the stable detonation 

propagation by the tube and the velocity reduction 

in the expansion region. However, the applied 2-D 

simulation model was unsuccessful in predicting the 

PDE exhaust plume; the detonation transmission 

through an area changes it seemed to require more 

grid refinement or a more accurate numerical 

method. 

Nevertheless, the inclusion of OH* chemical 

kinetics to a reduced reaction mechanism was 

enough to generate simulated OH* images for 

detonation front visualization that allows following 

appropriately the detonation propagation behaviour. 
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