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ABSTRACT 

Boiling process in a heated tube is commonly used in different industries such 

as electronic equipment cooling, power plant, and air conditioning systems. 

Despite the significance of thoroughly and separately analyzing of heat transfer 

in different two-phase flow regimes encountered in boiling process, just a few 

simulations have been conducted. That is because of the lack of proper 

understanding of the many numerical methods that are now in use and their 

relative efficacy under various circumstances. This leads to dispersed effort and 

the application of disparate numerical methods, which incurs significant 

computational expenses. In this study, Eulerian-Eulerian approach was used to 

simulate the bubbly flow, which includes vapor bubbles in the rising water flow 

within a vertical tube. In order to identify the optimal numerical model and the 

extent of application of available numerical models in the simulation of bubbly 

flow, volume of fluid (VOF) and Eulerian boiling model of Rensselaer 

Polytechnic Institute (RPI) models were compared and evaluated. Results 

demonstrated that while the RPI boiling model results are more appropriate for 

estimating the heat transfer coefficient and wall temperature in this regime, the 

VOF model is more effective than the RPI model at simulating the regime, 

bubble formation and interface between phases. Moreover, RPI model was used 

to examine how changes in wall heat flux and inlet mass flow rate affected 

effective parameters. Results revealed that in the bubbly flow regime, a 100% 

increase in wall heat flux relative to its original value of 5000 W/m2, resulted in 

a 150% increase in the outlet vapor quality, a 75% rise in temperature difference 

between the wall and the saturation temperature, and a 20.8% increase in the 

mean wall heat transfer coefficient. Furthermore, by increasing the inlet mass 

flow rate, the nucleate boiling zone increases and the outlet vapor quality 

decreases.  
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1. INTRODUCTION 

Power plants, petrochemical, heating and cooling 

equipments, as well as refinery processes frequently 

employ boiling process. Nowadays, the optimization of 

energy consumption in the design and construction of heat 

exchangers, especially evaporators, is of major 

importance due to the constraint of energy resources and 

the necessity to preserve energy, which leads to a thorough 

analysis and study of this process. The precise two-phase 

flow regimes generated during this operation, as well as 

the heat transfer mechanism in each of these regimes, must 

be known for this study. The boiling phenomenon initiates 

with the development of gas bubbles near the tube wall 

and terminates with the creation of a vapor phase. Until 

the temperature of the liquid and the wall are both below 

the saturation temperature of the liquid, the heat transfer 

to the liquid during the initial stages of this process is a 

single-phase convective heat transfer. Boiling starts when 

the temperature reaches the saturation temperature, 

depending on the wall properties and operational 

circumstances. In this condition, if the bulk liquid 

temperature is still below the saturation temperature, 

subcooled boiling occurs and when the bulk of the liquid 

reaches its saturation temperature and the wall 

temperature exceeds the saturation point, saturated boiling 

is detected. The vapor quality or vapor mass fraction in 

this instance ranges from 0 to 1 (Kandlikar, 1999). The 

flow regime in saturated boiling varies as the quality of the 

vapor increases. The bubbly flow regime, which manifests  
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 NOMENCLATURE 

evaporative heat flux  𝑞𝐸  penetration area 𝐴𝑏 

interphase force  𝑅̄𝑝𝑞  specific heat  𝑐𝑝 

Reynolds number 𝑅𝑒  tube diameter  𝐷 

source term 𝑆  bubble departure diameter  𝐷𝜔 

time  𝑡  energy  𝐸 

temperature  𝑇  lift force  𝐹𝑙𝑖𝑓𝑡  

velocity  𝑢, 𝑣  external body force  𝐹𝑞 

volume  𝑉  virtual mass force  𝐹𝑣𝑚 

vapor quality 𝑥  frequency of bubble departure  𝑓 

Martinelli coefficient 𝑋𝑡𝑡  gravitational acceleration  𝑔 

volume fraction 𝛼  total mass flux  𝐺 

dissipation rate  𝜀  specific enthalpy  𝐻 

stress-strain tensor  𝜏̄̄  heat transfer coefficient  ℎ 

turbulence kinetic energy  𝜅  convective heat transfer coefficient  ℎ𝑐 

bulk viscosity  𝜆  nucleate boiling heat transfer coefficient  ℎ𝑁𝑐𝐵 

shear viscosity  𝜇  turbulence intensity 𝐼𝑡 
density  𝜌  conductivity  𝑘 

surface tension  𝜎  experimental constant in penetration area 

equation 

𝐾 

shape factor 𝜙  turbulence length scale  𝑙 
boiling point 𝑏𝑝  tube length  𝐿 

liquid 𝑙  molecular weight  𝑀 

vapor 𝑣  mass flow rate  m  

inlet 𝑖  Nusselt number Nu  

outlet 𝑜  local nucleate density N  

phase p 𝑝  pressure  P  

phase q 𝑞  reduced pressure  rP  

saturation Sat  Prandtle number Pr  

wall w  wall heat flux  q  

   convective heat flux  cq  

 

as small vapor bubbles in the tube, forms upon early in the 

flow when the vapor quality is low. The size of the bubbles 

gradually grows as the quality of the vapor increases, and 

the pattern and flow regimes vary as the distribution of the 

interface between the two phases of vapor and liquid 

changes. Each two-phase flow regime has its own 

hydrodynamic and heat transfer properties (Collier & 

Thome, 1996).  

Saturated boiling, which primarily involves nucleate 

boiling heat transfer, is the predominant heat transfer 

mechanism in the bubbly flow regime. Since evaluation of 

the fluid behavior and investigation of the bubbles 

formation and departure from the surface are very 

complicated; convective and nucleate boiling analysis and 

modeling are difficult tasks too. As a thorough 

understanding of the heat transfer mechanism in two-

phase flow is essential to investigate boiling process in 

different industries; numerous experimental researches 

have been conducted in this field under various conditions, 

and also several empirical correlations have been 

proposed.  

Chen (1966) originally proposed a correlation that is 

regarded as the first common equation for estimating the 

heat transfer coefficient in the saturated boiling process 

in vertical tubes utilizing 600 experimental data 

collected for water, cyclohexane, and pentane. This 

correlation has a large inaccuracy for other refrigerants, 

but it is rather accurate for water fluid at low pressures. 

Shah (1982, 2006) created a diagram to determine the 

heat transfer coefficient by modifying the dimensionless 

parameters of the Martinelli coefficient and boiling 

number more than ten years after Chen. The usefulness 

of his study was increased by the over 800 experimental 

data he obtained for water with pressures ranging from 

15 to 2500 psi and several common refrigerants in 

various heat and mass fluxes for the boiling process in 

vertical and horizontal tubes. Gungor and Winterton 

(1986) proposed a modified correlation for boiling in a 

tube using around 4300 experimental data for different 

refrigerants, ethylene glycol, and water by combining 

the correlations of Chen (1966) and Shah (1982). The 

mean inaccuracy of this correlation is 21.4% for 

saturated boiling, and 25% for subcooled boiling. 

Kandlikar (1999, 1990) developed an experimental 

correlation for determining the heat transfer coefficient 

based on 10,000 experimental data for water, several 

types of refrigerants, and refrigerant mixtures for a wide 

range of density ratio, heat flux, and mass flux.  

Another group of studies have been focused on 

conducting experiments to examine the geometry or 

particular parameters effects on bubbly flow regime. In 

recent years, numerical analyses and modeling have also 

attracted a lot of interest as the design, development, and 

optimization of heat exchangers and evaporators depend 
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on numerical simulations with the proper estimation of 

experimental works.  

Mizushina et al. (1968) studied the bubbly flow 

including water and air bubbles in evaporative cooling 

tube bundles. As demonstrated in this study, the heat 

transfer coefficient between the water and the tube in this 

regime is significantly larger than the flow of a falling film 

on a horizontal tube. Despite the high heat transfer 

coefficient under these conditions, the drastic drop in air 

pressure and increased pump requirements make 

evaporative coolers an uneconomical mechanism. Son 

(2001) provided a model that is based on the level 

adjustment approach and can demonstrate the impacts of 

phase change and attaining mass balance in the interphase 

surface to simulate the initiation and growth of bubbles in 

a static fluid. Ye et al. (2001) enhanced the direct 

numerical simulation method simultaneously with Son 

(2001), and employed it to investigate the phase change 

and bubble shape change. The algorithm they described 

has demonstrated adequate accuracy in a wide range of 

Reynolds, Weber, Peclet, and Jacobian numbers. As a 

result, the balance of mass, momentum, and energy have 

been established in the interface, and the associated 

equations have been solved using the finite volume 

approach. 

Pang et al. (2010) studied the rising bubbly flow in a 

vertical channel with two parallel planes using the 

Eulerian-Lagrangian method. They investigated the 

impacts of air bubbles injection on the fluid turbulence. 

They found that the drag force has the maximum impact 

on the fluid flow and the lift force determines how close 

the bubbles are to the wall. By displaying the volume 

fraction diagram, they showed that the most steam can be 

seen in the vicinity of the walls.  

Lim and Yu (2014) examined the characteristics of 

heat transfer in a symmetrical air-water two phase flow in 

micro-tubes with inner diameters of 300 and 500 

micrometers using numerical modeling. They produced 

the two-phase flow by axially injecting nitrogen gas into 

the continuous liquid phase flow through an axial tube. 

The bubbly flow findings from the experiments and the 

bubbly flow results from the numerical simulation were 

compared by applying a uniform heat flux on the wall. 

They compared the heat transfer process results in the two-

phase flow and single-phase liquid flow. Results 

demonstrated that the Nusselt number in two-phase flow 

grows up to 200%, while the two-phase frictional pressure 

drop for bubbly flow is approximately 20% greater than 

liquid flow. Attarakih et al. (2016) conducted a numerical 

investigation of the air-water bubbly flow in a vertical 

tube. A novel approach named OPOSPM and its coupling 

with the Eulerian two-fluid model (TFM), which was not 

capable of accurately simulating the decomposition and 

merging of bubbles, was introduced to fill the gap in the 

simulation. This was essential since the interactions of 

liquid and gas phases as well as bubble-bubble 

interactions are significant in growth, collapse and 

merging of bubbles in the bubbly flow regime. They also 

compared the numerical results with actual experimental 

data. 

Monferrer et al. (2018) neglected the processes of 

bubbles coalescence and breakup to examine the dynamics 

of bubbles and their interaction with the fluid phase in 

detail. However, they were able to investigate the motion 

of each bubble independently and take into account 

parameters like inhomogeneity, nonlinearity of the 

interfacial forces, bubble-wall interactions and turbulence 

effects in interfacial forces after developing the two-fluid 

numerical model by combining the solver with the discrete 

element method (DEM). They compared the results of 

experiments conducted for bubbly flow in a vertical tube 

with their examined models for assignment of void 

fraction into the grid, seeding of bubbles at the inlet, 

pressure change influence on the bubble size and 

turbulence effects on both phases. In keeping with the 

hydrodynamic study of bubbly flow, Zhang et al. (2020) 

also presented an enhanced multi-scale two-phase solution 

for bubbly flow simulation, whereby the Eulerian-

Lagrangian method was used to model micro-scale 

bubbles and the volume of fluid method was used to 

simulate macro-scale bubbles. Two-way coupling in 

Lagrangian tracking was considered in this study for 

investigating of the motions, collisions, coalescence and 

breakup of bubbles, as well as the mutual interaction of 

phases. The results of the enhanced multi-scale and the 

volume of fluid model for simulating bubble movement 

were thus compared. 

Etminan et al. (2021a) investigated the 

hydrodynamics of air-water two-phase flow in an 

axisymmetric microchannel. Volume of Fluid model was 

employed to simulate Taylor flow in order to predict the 

interfacial phenomena between phases. Film thickness, 

bubble curvature, pressure drop, bubble/slug lengths were 

determined to investigate gas-liquid Taylor flow in micro 

capillaries. They validated their numerical results with 

theoretical and experimental available data which showed 

good agreement. Furthermore, Etminan et al. (2021b) 

presented a comprehensive review of hydrodynamics, 

flow patterns, and liquid film thickness in two-phase flows 

through mini and micro channels with different cross-

sectional geometry. Their paper also reviewed correlations 

that predict liquid film thickness in micro channels for 

gas-liquid and liquid-liquid flows. 

Zhang et al. (2023) used a hybrid thermal multiphase 

model that included pseudopotential multiphase lattice 

Boltzmann model and the finite difference method to 

investigate boiling heat transfer in a serpentine 

microchannel. This study analyzed how the curvature 

ratio, flow direction, heat flux, and Reynolds number 

affected the performance of heat transfer and bubble 

dynamic behavior during the flow boiling process. The 

simulations results demonstrated that while increasing the 

curvature ratio elongated bubbles at the U-bend, it does 

not affect heat transfer efficiency. The buoyancy resulting 

from the gravity acceleration had both positive and 

negative impacts on the local heat transfer characteristics 

and bubble dynamic behaviors in the serpentine 

microchannel, depending on the direction of flow. They 

also calculated the vapor volume fraction for various heat 

fluxes and Reynolds numbers. Zhou et al. (2023) used a 

volume of fluid model to numerically simulate the bubble 

dynamics and heat transfer characteristics of boiling 
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process in a pentagonal rib channel for the cooling of 

electronic equipment. They analyzed how the length-

diameter ratios, flow Reynolds number, and heat flux 

affected the process of bubble formation, wall temperature 

and temperature fluctuations, and heat transfer coefficient. 

The findings demonstrated that the bubble originates at the 

cone and sides of the rib, and heat flux and fluid velocity 

influence the direction of the bubbles movement. 

Furthermore, by increasing the heat flux and decreasing 

the fluid velocity, the wall temperature and temperature 

fluctuations increase. 

Igaadi et al. (2023) investigated the thermal 

performance, pressure drop, and flow patterns behavior of 

subcooled flow boiling in different configurations of a 

vertical mini channel for several mass fluxes. A 2D 

numerical simulation was performed using the volume of 

fluid model. A new periodic constriction-expansion 

design was studied and compared to the straight mini 

channel to determine the appropriate configuration that 

enhances heat transfer. 

Mughal et al. (2024) studied the heat transfer 

performance of mini channels in a water-steam system 

using the Volume of Fluid model coupled with the Lee 

phase change model. A 3D simulation was performed and 

the effects of mass flux and heat flux on the heat transfer 

coefficient were analyzed. They showed that this model 

can be applied to design two-phase heat transfer systems 

such as steam generators with reasonable accuracy. 

Reviewing the related literature in this area reveals 

that the majority of numerical studies in this field focus on 

hydrodynamics and gas-liquid bubbly flow patterns, and 

the modeling of generated gas bubbles dynamics, while 

excluding the mass transfer and phase change processes. 

Additionally, the process of boiling and heat transfer in 

two-phase flows have been mostly studied experimentally 

to provide new empirical correlations or to modify 

existing ones. Despite the significance of thoroughly and 

separately analyzing of the heat transfer mechanism in 

different two-phase flow regimes encountered in the 

boiling process, just a few simulations have been 

conducted. One of the reasons of this is a lack of proper 

understanding of the many numerical methods that are 

now in use and their relative efficacy under various 

circumstances. This leads to dispersed effort and the 

application of disparate numerical methods for even 

identical numerical works, which incurs significant 

computational expenses. As a result, the current study uses 

an Eulerian-Eulerian approach to numerically simulate the 

bubbly flow regime in a vertical tube while considering 

the mass transfer resulting from phase change in saturated 

boiling. To identify the optimal numerical method and the 

range of applications for each in this regime, two 

numerical models including volume of fluid (VOF) and 

Eulerian boiling from Rensselaer Polytechnic Institute 

(RPI) have been compared and evaluated in this modeling. 

Furthermore, one of the primary objectives of this research 

is to verify that the modeling and investigation of heat 

transfer in this regime be accurate. Another objective of 

this research is to investigate the effects of the wall heat 

flux and incoming mass flux changes on the heat transfer 

coefficient and volume fraction of vapor in the flow of 

boiling water in a vertical tube using the selected 

numerical method. Thus, the status of heat transfer in this 

regime within the evaporators with vertical tubes can be 

precisely studied with the aid of the research findings. 

2. FUNDAMENTALS OF NUMERICAL SIMULATION 

OF TWO-PHASE BUBBLY FLOW 

To select the appropriate numerical method and its 

applicability for each of the two-phase regimes, a 

comprehensive understanding of the current numerical 

models and their governing equations is necessary. In this 

study, two methods including VOF and Eulerian boiling 

of RPI from the Eulerian-Eulerian approach were 

compared and evaluated to get the most accurate 

numerical solution method and simulation of fluid flow 

with the least amount of inaccuracies. Volume fraction of 

each phase is used to compute the flow parameters in the 

VOF model, which represents the multi-phase flow as a 

single-phase virtual flow. In other words, every 

conservation equation for a multiphase flow is solved just 

once, with common properties arising from the volume 

fraction of each phase. The VOF model has several 

limitations, such as the requirement for the use of a 

separate equation solver and the inapplicability of a 

coupled equation solver for this particular model. Only 

one of the phases can be defined as a compressible ideal 

gas, otherwise, the flow must be regarded as 

incompressible. On the other hand, in bubbly flows, where 

vapor bubbles are dispersed in a liquid, the VOF method 

can accurately track the vapor-liquid interface, providing 

detailed insights of bubble formation, rise, coalescence, 

and breakup. Additionally, VOF allows for a sharp 

representation of the interface between the phases, which 

is essential in bubbly flows, where the bubbles maintain a 

distinct boundary from the surrounding liquid phase. 

Since bubbly flows can involve significant local variations 

in vapor volume fractions, the VOF method can 

effectively capture these variations without requiring 

excessive computational resources, as it focuses on 

volume fractions at each point rather than resolving every 

single bubble. However, the most comprehensive model 

for examining and evaluating two-phase or multiphase 

flows is the Eulerian model. This model has a greater 

simulation time and computational cost since the 

equations of mass, momentum, and energy conservation 

are calculated separately for each phase. In addition, RPI 

boiling model is specifically designed for simulating 

boiling phenomena, including the nucleation and growth 

of bubbles at heated surfaces. It accounts for the effects of 

temperature and surface interactions, which are crucial in 

bubbly flows, especially in boiling regimes where bubbles 

form from a heated liquid. The model incorporates heat 

transfer mechanisms related to bubble growth and the 

latent heat of vaporization, which are important when 

simulating systems such as boiling reactors, heat 

exchangers, and other boiling two-phase flow systems.  

To clearly illustrate relevant details of the simulation 

setup, the schematic pattern for Eulerian-Eulerian two-

phase flow simulation with heat transfer is presented, 

which typically involves the following stages: 
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Fig. 1 Schematic illustration of the approach as a flow chart 

 

• Domain Setup: Definition of a fixed computational 

domain with a grid. Both phases (e.g., liquid and vapor) 

are treated as interpenetrating continua. 

• Initial and Boundary Conditions: Setting initial 

distributions for phase volume fractions, velocities, and 

temperatures. Boundary conditions for mass, momentum, 

and energy must also be specified. At boundaries (e.g., 

solid walls), no-slip conditions for velocity, temperature 

boundary conditions, and phase change conditions (e.g., 

boiling or condensation at solid-liquid interfaces) must 

also be specified as wall boundaries. 

• Solution Process: 

Phase 1 and Phase 2 are solved simultaneously, with 

heat transfer and phase interactions considered in the 

governing equations. 

Iterative coupling is required to exchange heat 

between the phases at each time step. 

- Solving the mass conservation equations for both 

phases. 

- Solving the momentum equations for each phase. 

- Solving the energy equations for each phase, 

considering heat transfer terms between phases. 

Inter-phase Coupling: The phases interact through 

forces (like drag) and heat transfer, which are 

modeled as source terms in the equations. 

Heat Transfer Between Phases: 

- Conduction: Heat conduction occurs within each 

phase, based on the temperature gradients. 

- Convection: Each phase transports heat due to the flow 

(convective heat transfer). 

- Phase Change: If a phase change (e.g., evaporation or 

condensation) occurs, the latent heat of phase 

change is included in the energy balance. 

- Interphase Heat Transfer: Heat exchange between the 

phases (e.g., between liquid and vapor) is modeled 

using heat transfer coefficients or empirical 

correlations, using models like the Nusselt number 

correlation for convective heat transfer and 

effective thermal conductivity for conduction. 

• Turbulence Models: Depending on the flow regime, 

turbulence interaction between phases can be modeled 

using turbulence models. 

• Numerical Solution: The solution is typically carried 

out using numerical methods like Finite Volume (FV) or 

Finite Difference (FD) methods. Iterative solvers, such as 

SIMPLE or PISO, are commonly used to handle the 

coupling between mass, momentum, and energy 

equations. 

• Time Integration: 

The system is solved iteratively in time using 

appropriate time-stepping schemes (e.g., explicit or 

implicit methods). 

• Post-Processing: 

Once the simulation is complete, temperature fields, 

heat flux distributions, and phase fraction profiles are 

extracted and analyzed. 

Schematic illustration of the approach, as a flow chart 

for Eulerian-Eulerian two-phase flow with heat transfer is 

represented in Fig. 1 to visualize the problem more 

effectively. 

3. GOVERNING EQUATIONS 

3.1 VOF Model Equations for Two-Phase Flows 

The VOF formulation relies on the fact that phases are 

not interpenetrating. In this model a variable called 

volume fraction ( ) is introduced, which denotes the area 
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occupied by each phase in two or more immiscible fluids. 

The sum of total volume fractions in each control volume 

is equal to one. The fields for each of the variables and 

properties are shared by the phases and represent volume-

averaged values, until the volume fraction of each phase 

is denoted at each location (Hirt & Nichols, 1981). 

In this model, a continuity equation for the volume 

fraction of one or more phases is solved to track the 

interfaces between phases. This equation is expressed for 

the th phase using Eq. (1) (Hirt & Nichols, 1981; Mughal 

et al., 2024). 

(1) 

 

( ) ( )

( )
1

1 qq q q q q

n

q
pq qp

p

v S
t

m m

   



=

 
+ = + 

 
 

−
 
 


 

The term 
q

S  on the right side of Eq. (1) is the source 

term. Mass transfer between phases is also indicated by 

expressions pqm  and qpm . User-defined functions (UDF) 

for each phase are required to describe the mass transfer 

and source term. This method involves expressing all the 

properties as a function of the volume fraction of the 

phases. Equation (2) expresses the density in each cell if 

the phases are represented by subscripts 1 and 2 and if the 

volume fraction of each phase is tracked (Yang et al., 

2022). 

(2) 2 2 2 1(1 )    = + −  

This method shares the given velocity field among the 

phases by solving a single equation of momentum. One of 

the constraints of the approximation of the related fields is 

that the high-velocity difference between the phases 

affects the accuracy of the predicted velocities near the 

interface between the two phases. Equation (3) states that 

properties   and   link the momentum equation to the 

volume fraction of each phase (Hasanpour et al., 2018; 

Mughal et al., 2024). 

(3) 

 

( ) ( ) ( ). . T

vol

v vv p v v
t

g F

  




 + = − +  + +
 

+

 

The energy equation, also shared among the phases, is 

indicated in Eq. (4) for incompressible fluids (Mughal et 

al., 2024). 

(4) ( ) ( )( ) ( ). . eff hE v E p k T S
t
 


+ + =  +


 

where effk  represents the effective thermal conductivity. 

Equations (5) and (6) are used to determine the energy E  

and heat source hS  which is caused by phase change. 

(5) 
1

1

n

q q q

q

n

q q

q

E

E

 

 

=

=

=




 

(6) h fgS mh=  

qE  is calculated for each phase based on the specific 

heat of the phase and the shared mass-averaged 

temperature. 

3.2 Eulerian Model Equations for Two-Phase Flows 

Due to the persistent changes in the flow regime and 

mass transfer between the vapor and liquid phases, two-

phase flows equations are far more complex than those for 

single-phase flows. In Eulerian model, the concept of 

volume fraction of phases is considered to characterize the 

multiphase flow as a continuous interpenetrating medium, 

and the laws of conservation of mass and momentum are 

satisfied for each phase separately. The derivation of the 

conservation equations can be done by ensemble 

averaging the local instantaneous balance for each of the 

phases or by using the mixture theory approach (Anderson 

& Jackson, 1967; Bowen, 1976). 

qV  shows the volume of phase q  in the Eulerian 

model, which is determined by Eq. (7). 

(7) q qV dV=   

Thus, the volume fraction and effective density equations 

for phase q  can be expressed using Eqs. (8) and (9), 

respectively (ANSYS FLUENT, 2017). 

(8) 
1

1
n

q

q


=

=
 

(9) ˆ
q q  = 

 

To determine the volume fraction of each cell in the 

Eulerian model for phase q , Eq. (8) and the continuity 

Eq. (10) are solved (ANSYS FLUENT, 2017). 

(10) 
1

( ) ( ) ( )
n

q q q q q pq qp q

p

v m m S
t
   

=


+ = − +


  

pqm is the mass transferred from phase p  to the phase q  

and qS  is regarded as the mass source term in Eq. (10), 

where qv  stands for the velocity of phase q .  

Each cell temperature is regarded as a value 

regardless of whether it is a single-phase or two-phase. 

When there is a phase change, the rate of condensation or 

evaporation is determined by the condensing and 

evaporating mass and the temperature difference between 

the cell temperature and the saturation temperature. 

Condensation and evaporation rates can be calculated 

using Eqs. (11) and (12). 

(11) 
, 0

sat

sat

pq p p qp

sat

T T

T T
m r m

T
 

 →

 −
= = 
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(12) 
, 0

sat

sat

qp p p pq

sat

T T

T T
m r m

T
 

 →

 −
= = 

 

 

In these equations, r is a coefficient that needs to be 

fine tuned and can be interpreted as a relaxation time, 

whose value varies based on each problem.  

The momentum balance for phase q is shown in Eq. 

(13) and Eqs. (14) and (15) define parameters v pq  and 

vqp , which stand for interphase velocities (ANSYS 

FLUENT, 2017; Azadbakhti et al., 2020). 

(13) 

, ,

1

( v ) ( v v )

( v v ) ( )

q q q q q q q

q q q q

n

pq pq pq qp qp q lift q vm q

p

t

P g

R m m F F F

   

   

=


+ =



 + + +

+ − + + +

 

(14) 0    v vpq pq pm  → =  

(15) 0    v vpq pq qm  → =  

Equation (16) represents parameter pqR . This 

parameter describes the interphase force, which is 

dependent on friction, pressure, cohesion, and other 

factors, and is a function of the interphase momentum 

exchange coefficient 
pqK . 

(16) 
1 1

(v v )
n n

pq pq p q

p p

R K
= =

= −   

The external body force, lift force, and virtual mass 

force are represented by the parameters 
qF , 

,qliftF , and 

,vm qF  in the momentum equation, respectively. Except for 

situations when the phases are separated rapidly, the lift 

force is insignificant compared to the drag force. Equation 

(17) describes the impact of virtual mass force for 

multiphase flow, which occurs when the secondary phase 

accelerates, compared to the primary phase. 

(17) 
(v ) (v )

0.5 ( )
q p p p

vm p q

d d
F

dt dt
 = −  

The inertia of the first phase mass encountered by the 

accelerating bubbles exerts a virtual mass force on the 

bubbles. Accordingly, the virtual mass effect becomes 

significant when the secondary phase density is 

substantially lower than the density of the primary phase, 

where 
, ,vm q vm pF F= − . The stress-strain tensor of phase q

, denoted by parameter q  in Eq. (13), is defined as Eq. 

(18), where q  and q  stand for bulk and shear viscosity, 

respectively. 

(18) 
2

( v v ) ( ) v
3

T

q q q q q q q q q I     =  + + −   

Equation (19) represents the energy equation for 

phase q  in the Eulerian model and is expressed and 

computed independently for every phase (Azadbakhti et 

al., 2020). 

(19) 

( ) ( )

( )
1

.

. .

q

q q q q q q q q q

n

q q q pq pq pq qp qp

p

P
H v H

t t

v q S Q m H m H

     

=


+ = + +

 

 − + + + −
 

In this equation, the parameters qS , qq , qH , and 

pqQ represent source term, heat flux, the specific enthalpy 

of phase q , and interphase heat exchange, respectively. 

Equation (20) defines the internal energy balance of the 

phase q  in terms of the enthalpy terms of the main and 

secondary phases. 

(20) ,q p qH c dT=   

where ,p qc  represents phase q  specific heat at constant 

pressure. Equation (21) states that the rate of heat 

exchange between phases is a function of temperature 

difference. 

(21) ( )pq pq p qQ h T T= −  

 The Nusselt number of phase p , represented by 

pNu , determines the heat transfer coefficient pqh

between phases p  and q based on Eq. (22). 

(22) 2

6 q p q p

pq

p

k Nu
h

D

 
=  

The thermal conductivity of phase q  is denoted by qk  in 

this equation. Typically, the experimental correlations are 

used to calculate the Nusselt number. Equation (23) states 

that the Runz and Marshall equation can be used in the 

fluid-fluid multiphase cases (Torfeh & Kouhikamali, 

2015). 

(23) 
11

322 0.6Re Prp pNu = +  

 Where Pr  is the Prandtl number and Re p  is the relative 

Reynolds number based on the diameter of pth phase and 

the relative velocity of the two phases.  

A subset of the Eulerian model known as the boiling 

model for two-phase flow is employed in the current 

numerical simulation. The boiling model also comprises 

three subcategories including non-equilibrium subcooled 

boiling, critical heat flux, and RPI boiling. The RPI boiling 

model has been chosen based on the saturated boiling 

condition and the circumstances of the current problem. 

The energy is mostly transmitted directly from the wall to 

the fluid during the boiling process. Some of this energy 

raises the fluid temperature, some of it produces vapor, 

and some of it can be transferred directly from the wall to 

the generated vapor. The fluid mean temperature rises due 

to interphase heat transfer even when there is partial 

condensation of the bubbles. The RPI model is based on 
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these heat transfer mechanisms. RPI nucleate boiling, as 

proposed by Kural and Podowski (1991), and the 

deviation model from nucleate boiling, as proposed by 

Lavieville et al. (2006), models the wall boiling 

phenomenon. 

In this model, three components including the 

evaporative heat flux ( Eq ), the quenching heat flux ( Qq ), 

and the convective heat flux ( Cq ) constitute the heat 

energy ( Wq ) transferred from the wall to the fluid 

(Azadbakhti et al., 2020; Wu et al., 2023). The definition 

of the convective heat flux is given by Eq. (24). The 

single-phase heat transfer coefficient ( Ch ), the wall 

temperature ( Tw ), and the inlet fluid temperature  

( TL ) are the variables in this equation. 

(24) (T T )(1 A )C C w L bq h= − −  

Additionally, the heated surface of the wall is divided 

into two regions. Region Ab , which is covered with 

bubbles formed by nucleate boiling, and region (1 A )b− , 

which is covered with liquid phase. The local nucleate 

density and the deviation diameter are the two parameters 

used in Eq. (25) to express the penetration area Ab (Wu et 

al., 2023). 

(25) 
2

min(1, )
4

w w

b

N D
A K


=  

The experimental constant K  in the Eq. (25) ranges 

from 1.8 to 5. The local nucleate density, wN , is 

commonly described as Eq. (26). 

(26) ( )n n

w w satN C T T= −  

Equation (26) considers constant values for 1.8n =  

and 210C =  based on the experimental correlations (Wu 

et al., 2023). In addition, wD  stands for the bubbles 

departure diameter, which is determined using Eq. (27). 

(27) 45min(0.0014,0.0006 )
wT

wD e


−

=  

Qq  simulates the mean cyclic energy transfer related to 

the liquid film adjacent to the wall following the 

separation of the vapor bubbles which is represented in Eq. 

(28). Here, 
ct  is the cycle time, Lk represents the heat 

conduction, and, based on Eq. (29), L expresses the 

penetration term. 

(28) 
2

( )L

Q w L

L c

k
q T T

t
= −  

(29) 
L

L

L

L p

k

c



=  

 

Equation (30) is also used to compute the evaporative heat 

flux Eq . 

(30) E d w v lvq V N h f=  

In this equation, dV , v , lvh , and f  represent the 

vapor bubbles volume, vapor density, latent heat of 

vaporization, and vapor departure frequency, respectively. 

Equation (31) defines the frequency of bubble departure 

in this equation (Wu et al., 2023). 

(31) 
4 ( )1

3

l v

c l w

g
f

t D

 



−
= =  

3.3 The Empirical Correlations to Calculate Heat 

Transfer Coefficient in Boiling Process 

Chen (1966) and Gungor and Winterton (1986) 

correlations are empirical models used to predict the heat 

transfer coefficient in two-phase flow, typically for 

refrigerants or other fluid mixtures. Both correlations are 

widely used in the heat exchanger design and thermal 

analysis. 

 However, the accuracy of these correlations can vary 

depending on the flow conditions, fluid properties, and 

other factors. Generally, the errors associated with the 

Chen and Gungor & Winterton correlations are reported 

to be within certain limits. 

3.3.1 Chen Correlation 

Chen correlation is often used for the prediction of 

heat transfer coefficients in refrigerant and water flow 

under turbulent conditions. The error in predicting the heat 

transfer coefficient using the Chen correlation is typically 

reported to be in the range of ±15% to ±30% depending 

on the specific conditions and the quality of the data used 

in the experiment. In some cases, the error can be even 

higher under non-ideal or extreme conditions (e.g., very 

low mass flux or highly saturated fluid). 

Chen & Fang (2014) used Eq. (32) to obtain the heat 

transfer coefficient by combining nucleate boiling and 

convection. He used the dimensionless parameter F  in 

Eq. (33), which connected the convective heat transfer 

coefficient to the liquid phase heat transfer coefficient. 

(32) TP NcB ch h h= +  

(33) 

0.8 0.4

(1 )
0.023

p l

C

l l

c kG x D
h F

k D





   −  
=      

   

 

Chen presented the diagram in Fig. 2 to calculate the 

F  parameter. He demonstrated how the dimensionless 

parameter F  is dependent on the Martinelli coefficient. 

Note that Eq. (34) is used to determine the Martinelli 

coefficient. 

(34) 

0.5 0.10.9
(1 ) v l

tt

l v

x
X

x

 

 

   − 
=     
     
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Fig. 2 Relationship between the dimensionless 

parameter F  and the Martinelli coefficient (Chen & 

Fang 2014) 

 

He offered Eq. (35) to compute the nucleate boiling 

heat transfer coefficient. 

(35) 

   

0.79 0.45 0.49

0.5 0.29 0.24 0.24

0.24 0.75

0.00122 vl p l

NcB

l lv v

sat sat

k c
h

h

T P S



  

 
=  

  

 

 

Chen introduced Fig. 3 diagram to determine the S  

coefficient, which is the ratio of mean superheated 

temperature to wall superheated temperature, where 

( )sat sat w lP P T P = −  and ( )sat wall sat lT T T P = − . 

The optimal performance conditions with a mean 

error of 15% when the inlet fluid is water are 

0.1 3.5 P MPa , 0.06 4.48 
m

v
s

, 

2
6.3 2400  

kW
q

m
, and 0.01 0.71x , based on the 

findings derived from Chen equations. As shown, 

appropriate results from these equations cannot be 

predicted for bubbly flow when the quality is less than 

0.01. 

3.3.2 Gungor and Winterton correlation 

By enhancing Chen correlation and using 3693 data, 

Gungor and Winterton (1986) could obtain an equation for 

the heat transfer coefficient of two-phase flow in vertical 

and horizontal tubes that incorporates nucleate boiling and 

convective heat transfer. This correlation is commonly 

applied for refrigerants in a wide range of flow conditions, 

including boiling and condensation. The reported error for 

the Gungor & Winterton correlation is generally in the 

range of ±20% to ±40%, with some studies indicating the 

possibility of higher deviations under certain operational 

conditions (e.g., low or high pressure, or flow regimes that 

deviate from the laminar or fully turbulent flow). 

 

Fig. 3 An approximation for calculating the 

dimensionless parameter S  (Chen & Fang 2014) 

 

Equations (36) to (38) show the correlation provided 

by them. 

(36) tp l NcBh Eh h= +  

(37) 

0.8 0.4

(1 )
0.023

p l

l

l l

c kG x D
h

k D





   −  
=      

   
 

(38) ( )
0.550.12 0.5 0.6755 0.4343NcB r rh P LnP M q
− −= −  

Equations (39) and (40) are used to derive coefficients 

E  and  . 

(39) 
1.16 1 0.861 24000 1.37( )ttE Bo X −= + +  

(40) 
1

2 1.171 0.00000115 Re fE
−

 = +   

The optimal performance conditions using Gungor 

and Winterton correlation to reach an acceptable range of 

error are 0.1 19.8   P MPa , 2.95 25.4  D mm , 

2
4.7 2280   

kW
q

m
, 

2
59.2 8179.3   

kg
G

m s
, and 

0 0.7x [6]. 

4. GEOMETRY, BOUNDARY CONDITIONS AND 

IMPORTANT PARAMETERS IN NUMERICAL 

METHOD 

Table 1 lists the tube geometric parameters, the 

pressure and saturation temperature that are being 

examined, as well as its mass flow rate and heat flux. The 

influence of gravity is also considered in this simulation. 

At saturation temperature, liquid water is the first fluid to 

enter the tube. A constant mass flow rate serves as the 

problem inlet boundary condition, while a constant heat 

flux serves as the tube wall boundary condition. Pressure 

outlet has been applied as the outlet boundary condition 
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Table 1 Geometrical specifications and problem 

parameters 

Fluid Water 

Tube material Aluminum 

Tube diameter 2 cm 

Tube length 50 cm 

Saturation temperature 425 K 

Operational pressure 5 atm 

Mass flow rate 0.05-0.1 kg/s 

Heat flux 5-15 kW/m2 

 

since the fully developed condition is not guaranteed in 

this two phase flow. So, the pressure is fixed at the 

atmospheric pressure at the end of the tube. 

The  −  turbulence model of shear stress transport 

(SST) was selected for flow modeling in this study to 

simulate turbulent flow conditions. There is a need for a 

turbulent model that, given the physical conditions of the 

problem, can simulate both the areas close to the wall and 

the areas distant from the wall since the phase change in 

the current problem occurs throughout the total area of the 

tube. The ( )SST −  model was selected as the final 

appropriate model for the current simulation because it 

employs a mixed function, using the  −  model in the 

areas distant from the wall and the regular  −  model in 

the areas close to the wall.  

It should be emphasized that to obtain the best results 

compared to the existing experimental correlations, 

various accessible turbulence models, such as the  −  

standard, RNG, realizable models, and standard  −  

model as well as ( )SST −  model, were tested before 

choosing the ( )SST −  method as the final selected 

model.  

As turbulence boundary conditions in the current 

modeling, the turbulence length scale and the intensity of 

the inlet flow have been determined, respectively, using 

Eqs. (41) and (42) under turbulent flow conditions. 

(41) 0.07l D=  

(42) 
1/80.16RetI −=  

5. NUMERICAL SOLUTION PROCESS AND 

COMPUTATIONAL GRID 

ANSYS Fluent software was used to perform 

numerical simulation for this study, transiently taking into 

account a time step of 0.0001s and a convergence criterion 

of 10-3. Pressure based solver, which is commonly used in 

the modeling of two-phase flows and other problems 

involving low fluid flow velocity, is utilized in this work.  

The coupled method has been used to solve the 

velocity and pressure equations simultaneously. The 

volume fraction equation has been discretized using the 

modified High Resolution Interface Capturing (HRIC) 

method, while the other equations have been discretized 

using the First-Order Upwind approximation. When 

calculating equations for pressure, momentum, volume 

fraction, turbulence kinetic energy, specific dissipation 

rate, turbulence viscosity, and energy, the under relaxation 

factors are considered 0.05, 0.05, 0.1, 0.1, 0.1, 0.1 and 

0.05, respectively.  

The axisymmetric two-dimensional model has been 

utilized to represent the fluid flow under the conditions of 

the current problem; because in the rising fluid flow in 

vertical tubes due to the impact of gravity, the changes of 

the two-phase flow regimes in the direction perpendicular 

to the plane are completely the same as its changes in the 

radial direction. 

Additionally, the computational cell number has been 

raised near the wall to account for the impacts of the wall 

and the boundary layer and to improve the accuracy of the 

solution in these areas; conversely, at distances away from 

the wall, the grid density has been decreased to prevent an 

increase in calculation and time cost. 

Several grids were tried to demonstrate grid 

independency in this study. Table 2 provides a brief 

presentation of some of these grids specifications. The 

problem was numerically solved using these grids 

separately, and the results for the maximum vapor volume 

fraction, wall temperature, and heat transfer coefficient are 

shown in Table 2. 

While increasing the number of cells has a negligible 

effect on the vapor volume fraction and the wall 

temperature, the heat transfer coefficient was investigated 

to prove the independence of the computational grid in 

current study. The results confirm that the heat transfer 

coefficient doesn't change more than 0.88% when the 

numbers of elements are decreased from 125000 to 

112500. Therefore, grid with 112,500 cells for half of the 

tube has been adopted as the approved grid in the problem. 

6. VALIDATION 

Validating a numerical solution against experimental 

data, as well as adjusting and readjusting the solution 

methods to get the least difference between the 

experimental results and numerical results, is one of the 

most crucial aspects of any numerical solution. Several 

experimental investigations have been undertaken in 

thissector over the last several decades due to the 

significance and use of the boiling process and phase 

change in thermodynamic cycles. The most reliable 

empirical correlations to compute the heat transfer 

coefficient were described in section 3.3. 

In the current study, water with a saturation 

temperature of 425 K and a pressure of 500 kPa enters a 

vertical tube and rises against the direction of gravity. A 

constant heat flux applied to the wall causes the substance 

to change from liquid phase to vapor. A variety of heat 

flux values, from 5000 to 15000 W/m2, were applied to the 

wall to examine the impact of these variations on the heat 

transfer coefficient. Conditions at the inlet, such as the 

Reynolds number of 17783, and the inlet fluid mass flow 

rate of 0.05 kg/s, are taken as constants. The findings  

of the numerical solution by the Eulerian boiling of RPI  
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Table 2 Mesh independence study  

Grid Number of cells 
Heat transfer coefficient 

(W/m2K) 

Averaged wall temperature 

(K) 

Maximum vapor volume 

fraction 

1 80000 7815 426.353 0.9231 

2 100000 7531 426.404 0.9185 

3 112500 7394 426.438 0.9103 

4 125000 7329 426.442 0.9091 

 

Table 3 Comparing the results obtained by numerical solution and experimental correlations for heat transfer 

coefficient 

Heat transfer coefficient (W/m2. K) 
 (

2
W/m)Heat flux  

Chen correlation Gungor & Winterton correlation Numerical 

7759 4508 6117 5000 

9933 5117 7395 10000 

11510.9 6068 7508 15000 

 

Table 4 Comparing the results obtained by numerical solution and experimental correlations for wall 

temperature 

Wall temperature (K) 
 (

2
W/m)Heat flux  

Chen correlation Gungor & Winterton correlation Numerical 

425.70 426.10 425.82 5000 

426.00 426.95 426.43 10000 

426.20 427.47 427.10 15000 

 

method were compared with the Gungor and Winterton 

(1986) and Chen (1966) correlations for wall heat transfer 

coefficient and wall temperature in this section. These 

results are shown in Tables 3, 4 and were determined 

based on the requirements of the current problem and the 

optimal performance conditions of the mentioned 

correlations.  The presented results show the proper 

matching of the wall temperature results obtained with 

numerical solution and experimental correlations. In 

addition, results show that the heat transfer coefficient 

computed by numerical solution is in a good agreement 

with Gungor and Winterton (1986) and Chen (1966) 

correlations results of heat transfer coefficient within an 

averaged error of 34% and 27%, respectively. These 

correlations consider the effects of nucleate boiling and 

convective heat transfer at the same time, in contrast to 

those proposed by Shah (2006) and Kandlikar (1990). 

Furthermore, it should be noted that considering the 

possible inherent error of empirical correlations, the 

deviation of the numerical results from theses empirical 

results seems justified and reasonable. 

7. RESULTS AND DISCUSSION 

7.1 Investigation and Comparison of the Bubbly Flow 

Regime Simulation with The Volume of Fluid (VOF) 

Model and RPI Boiling Model 

Two numerical methods including VOF and RPI 

boiling using ANSYS FLUENT software were utilized to 

solve the current problem. The outputs were produced to 

observe the start of the bubbly flow regime formation with 

all physical and parametric conditions; including the inlet 

mass flow rate, the wall heat flux, tube dimensions, 

pressure, and other fluid properties; being the same in both 

models. These findings were obtained in around 4 days 

 
  

 (a) (b) 

Fig. 4 Initiation of the bubbly flow regime 

represented by the volume fraction contour of the 

vapor phase: (a) Eulerian RPI boiling model, and (b) 

Volume of Fluid (VOF) model 

 

using the VOF model and 4 weeks using the RPI boiling 

model, indicating the RPI method larger computational 

cost. Figure 4 displays the results of the vapor phase 

volume fraction obtained by studied models. These results 

suggest that the numerical VOF model is more appropriate 

to depict the bubbly flow regime and the onset of the 

bubble formation process from the tube wall. This is  

true even though the RPI model can only show the created  
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Table 5 Comparing the results of VOF and RPI boiling numerical models with the experimental correlation 

results, Heat flux=15000 (W/m2), mass flow rate 0.05 (kg/s) 

 h (W/m2K) Twall-TSat xout 

RPI boiling model results 7508.22 2.1 0.00356 

Error (%) 23.74 14.98 20.35 

VOF model results 9632.08 2.01 0.00384 

Error (%) 58.74 18.42 14.09 

 

 

Fig. 5 Comparison of VOF and RPI boiling numerical 

model results for heat transfer coefficient 

 

 

Fig. 6 Comparison of VOF and RPI boiling numerical 

model results for wall temperature 

 

vapor phase and is unable to accurately distinguish the 

interface between the two phases. 

7.2 Examining and Comparing the Boiling Heat 

Transfer Coefficient and Wall Temperature in the 

Bubbly Flow Regime by VOF and RPI Boiling 

Numerical Models 

It is evident from analyzing the step-by-step problem 

solving using the two models of VOF and RPI boiling, that 

the VOF model solution process experiences significant 

oscillations because of the bubbles formation close to the 

wall and the resulting variation in the fluid properties. The 

RPI approach, however, significantly reduces these 

oscillations since bubbles cannot be detected precisely. 

Figures 5 and 6, respectively, display the heat transfer 

coefficient and the wall temperature. 

Table 5 compares the numerical results of the 

averaged heat transfer coefficient, the outlet vapor phase 

quality, and the difference between the wall temperature 

and saturation temperature, with the Gungor and 

Winterton experimental correlation results and also 

represents the achieved error percentage. The temperature 

and heat transfer coefficient values obtained from the 

numerical solution using the RPI boiling model are more 

in line with the experimental results of the Gungor and 

Winterton (1986) correlations. 

Since the RPI model predicts the heat transfer 

coefficient more accurately than the VOF model, it is 

selected as the primary numerical solution method in the 

continuation of the solution path to examine the impact of 

wall heat flux and inlet mass flow rate. 

7.3 Investigating the Effects of Wall Heat Flux on The 

Bubbly Flow Using the RPI Boiling Model 

Three distinct heat flux values were applied to the 

examined tube wall to investigate the impact of the wall 

heat flux on the bubbly flow heat transfer properties. This 

section examines the effects of heat flux modifications on 

outlet vapor quality, average wall temperature, and bubbly 

flow heat transfer rate; while the pressure, total mass flux, 

geometrical parameters, and other associated variables are 

considered constant. 

7.3.1 The Influence of Wall Heat Flux on Vapor 

Quality 

The wall heat flux increases the energy received by 

each computing cell filled with liquid phase, which turns 

into vapor phase if latent heat of the evaporation is gained. 

More heat flux delivered to the wall results in more 

mass transfer to the vapor phase, which raises the vapor 

phase volume fraction throughout the process, accelerates 

the formation of bubbles on the wall surface and causes 

the vapor bubbles to grow faster once the process initiates.  

The contour of the evaporation process of the water 

flow within the vertical tube is depicted in Fig. 7. At first, 

the saturated water flow enters the tube, and rises against 

the gravity. As can be seen in the figure, nucleation starts 

from the wall where the heat flux is applied. The process 

of bubble formation initiates faster and in a shorter length 

of the tube when the applied heat flux to the tube wall is 

increased. The least amount of vapor forms with a heat 

flux of 5000 W/m2, and this is mostly on the wall side. 

When the heat flux is doubled, the quantity of generated 

vapor increases and tends to move toward the middle of 

the tube. As the heat flux is raised further, more vapor 

phase is formed and, as predicted, covers the whole side 

of the wall. 

The mean and maximum volume fraction of the vapor 

phase in different heat fluxes are displayed in Table 6. 
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Table 6 Influence of wall heat flux on vapor volume fraction 

)2Heat flux (W/m Maximum vapor volume fraction Average vapor volume fraction 

5000 0.821 0.266 

10000 0.910 0.341 

15000 0.940 0.438 

 

Table 7 Influence of wall heat flux on the outlet vapor quality 

Heat flux (W/m2) Vapor quality (Numerical results) Vapor quality (Energy balance results) 

5000 0.0009 0.00149 

10000 0.00225 0.00298 

15000 0.00356 0.00447 

 

    

c b   a       

Fig. 7 Effect of increasing the wall heat flux on the 

volume fraction of the vapor phase (a: Heat 

flux=5000, b: Heat flux=10000 and c: Heat flux=15000 

W/m2) 

 

Figure 8 displays the volume fraction of the vapor 

phase on the tube wall for varying heat fluxes. As the wall 

heat flux increases, a non-uniform behavior is shown in 

the graph and the volume fraction fluctuates more. Due to 

the type of the mechanism, complex behavior of the two-

phase flow on the tube wall and the formation, growth and 

then movement of bubbles on the surface of the tube wall 

in different conditions, the volume fraction of vapor on the 

tube surface is completely fluctuating and changing. 

Therefore, this phenomenon may be caused by the rapid 

changes in how the liquid and vapor phases transform to 

each other, the unpredictable behavior of the vapor that 

forms on the surface, or the rapid changes in the fluid 

properties, particularly the thermal conductivity 

coefficient. So, the mean values of the two-phase flow 

properties are significant because the tube wall is adjacent 

to a mixture of liquid and vapor phases. The volume 

fraction of the vapor phase on the wall can be observed to 

decrease near the tube outlet, indicating the bubbles 

propensity to move toward the center of the tube and unite 

to create the slug flow regime. The volume fraction 

decreases at a flux of 5000 W/m2 more than other fluxes. 

However, at higher heat fluxes (15,000 W/m2), the amount  

 

Fig. 8 Volume fraction of the vapor phase on the wall 

along the tube for different heat fluxes 

 

of formed vapor is such that it can fill the entire surface of 

the tube and even near the wall and therefore, the increase 

in the volume fraction of the vapor phase on the wall at the 

end of the tube is for this reason. 

The quality of the outlet vapor phase at various heat 

fluxes is reported in Table 7. These numerical results have 

been compared with the energy balance results. 

Consequently, in the bubbly flow regime, the quality of 

the outlet vapor, the volume fraction of the vapor phase, 

and the oscillations in the volume fraction diagram, 

increase by increasing the wall heat flux. Thus, the outlet 

vapor quality improved to approximately 2.5 times in 

comparison with the initial value, with a 100% increase in 

the wall heat flux, and this rise reached approximately four 

times the initial value with a further increase in the heat 

flux up to 15000 W/m2.  

7.3.2 The influence of Wall Heat Flux on Wall 

Temperature 

When a constant heat flux is applied to the wall, the 

inlet fluid temperature rises progressively over the 

saturation temperature and as a result of the forced 

convection on the surface, the wall temperature rises 

steadily. In other words, the internal energy of the liquid 

phase and its temperature rise along the tube length; that 

is, the greater the heat flux delivered to the wall, the higher 

the energy absorbed by each cell occupied by the saturated  
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Table 8 Effect of wall heat flux on wall temperature difference with saturation temperature 

)2Heat flux (W/m 

Temperature difference with saturation temperature 

Gungor and ( Empirical correlation

)Winterton, 1986 
Numerical solution Error (%) 

5000 1.10 0.82 25.4 

10000 1.95 1.43 26.7 

15000 2.47 2.10 15 

 

Table 9 Influence of wall heat flux on the heat transfer coefficient 

)2Heat flux (W/m Numerical results Empirical correlation results Error (%) 

5000 6117 
Chen 7759 21.1 

Gungor & Winterton 4507.9 35.7 

10000 7394.65 
Chen 9933 25.5 

Gungor & Winterton 5117.1 44.5 

15000 7508.22 
Chen 11510.9 34.8 

Gungor & Winterton 6067.7 23.7 
 

 
Fig. 9 Two-phase heat transfer coefficient along the tube for different heat fluxes 

 

liquid. Table 8 represents the average wall temperature 

difference in proportion to the inlet fluid temperature, both 

numerically and by the Gungor and Winterton (1986) 

experimental correlation at varying heat fluxes. 

Results indicate that raising the heat flux from 5000 

to 10000 W/m2 increases the wall temperature about 0.57 

degrees, and raising the heat flux to 15000 W/m2 increases 

the wall temperature by 1.24 degrees. Numerical results 

are compared with empirical correlation results of Gungor 

and Winterton (1986), and the error percentage of the 

findings is given. 

7.3.3 The influence of Wall Heat Flux on the Heat 

Transfer Coefficient 

The two-phase heat transfer coefficient increases 

gradually as the wall heat flux increases, as observed by 

the numerical results displayed in Table 9. Indeed, the 

quantity of generated bubbles and the flow turbulence 

increase with the increasing of heat flux applied to the 

wall. It is worth noting that these reported values are the 

mean value of the two-phase heat transfer coefficient. 

Based on the baseline value of 5000 W/m2, the results 

indicate that the average two-phase heat transfer 

coefficient improves by 21% and 23%, respectively, when 

the wall heat flux is doubled or tripled. This illustrates how 

the bubbles affect the bubbly flow. The results of all 

numerical solutions are compared with empirical 

correlations, and Table 9 displays the errors. 

The heat transfer coefficient increases as a result of 

the intensification of the flow turbulence caused by the 

increased number of generated bubbles that emerge as the 

heat flux delivered to the wall increases from 5000 to 

10000 W/m2, as seen in Fig. 9. Nevertheless, the 

convection effect overcomes the effects of bubble 

formation and bubble turbulence until the heat flux 

reached 15000 W/m2, due to the rise in flow bubbles 

caused by the density reduction and gravity and vapor 

coverage near the wall. Therefore, the two-phase heat 

transfer coefficient has suddenly decreased, because the 

vapor heat transfer coefficient is significantly lower than 

the liquid heat transfer coefficient. 

The complex behavior of the two-phase flow on the 

tube wall is the primary reason of the fluctuations can be 

seen on various parameters. Thus, variations in fluid 

velocity have been brought about by the production of 

vapor bubbles and the peculiar behavior of the vapor that 

developed on the tube surface. It is impossible to pinpoint 

the precise location of the liquid phase on the tube wall 

surface due to the irregular growth and departure of the 

vapor bubbles from the wall. Indeed, the primary cause of 

the variations and instability observed on the surface is the 

change in properties, especially the thermal conductivity  



S. Torfeh et al. / JAFM, Vol. 18, No. 5, pp. 1140-1157, 2025.  

 

1154 

Table 10 Influence of inlet mass flow rate on the outlet vapor quality 

Mass flow rate (kg/s) Vapor quality (Numerical) Vapor quality (Empirical correlation) Error (%) 

0.05 0.00275 0.00372 26 

0.075 0.00176 0.00248 29.2 

0.1 0.00127 0.00186 29.8 

 

  

 c b a   

Fig. 10 Effect of increasing the inlet mass flow rate on 

the volume fraction of the vapor phase (a: Mass flow 

rate=0.05, b: Mass flow rate =0.075 and c: Mass flow 

rate =0.1 kg/s) 

 

coefficient, between the liquid and vapor phases. 

Particularly, where the liquid phase forms, there is a rise 

in thermal conductivity, and where the vapor phase forms, 

there is a drop in thermal conductivity. So, the mean 

values of the two-phase flow properties are significant 

because the tube wall is adjacent to a mixture of liquid and 

vapor phases.  

7.4 Investigating the Effects of Inlet Mass Flow Rate on 

the Bubbly Flow Using the RPI Boiling Model   

7.4.1 Influence of the Inlet Mass Flow Rate on Vapor 

Quality 

Based on Fig. 10, which depicts the contour of the 

volume fraction of the vapor phase for various mass flow 

rates in a vertical tube with a specific length, it can be seen 

how the vapor phase varies. The figure makes it evident 

that when the inlet mass flow rate increases, the nucleate 

boiling zone length grows and the two-phase convective 

heat transfer zone forms more slowly.  

Table 10 shows that the quality of the vapor phase 

reduced by about 36% when the mass flow rate increased 

from 0.05 to 0.075 kg/s (a 50% increase) and the 

percentage of vapor phase deterioration reached 54% 

when the mass flow rate increased to 0.1 kg/s (a 100% 

increase).  

 

Fig. 11 Convective heat transfer coefficient along the 

tube for different mass flow rates 

 

7.4.2 Influence of Inlet Mass Flow Rate on the Heat 

Transfer Coefficient 

The impact of mass flow rate on the heat transfer 

coefficient along the tube length is shown in Figure 11. 

The heat flux applied to the wall is fully used to raise the 

wall temperature and consequently the temperature 

difference between the wall and the saturation 

temperature, at the beginning of the flow and before the 

bubble formation. As a result, the two-phase heat transfer 

coefficient decreases as the temperature difference in a 

constant heat flux increases. It is obvious that with larger 

mass flow rate, the drop in the heat transfer coefficient 

persists for a longer length of the tube, given that the 

bubble formation process from the wall side is delayed. 

After this region, the formation of bubbles and the 

subsequent variations caused by bubble turbulence, 

quickly lead to an increase in the heat transfer coefficient. 

Accordingly, abrupt changes in the fluid properties near 

the wall, particularly the shift in the thermal conductivity 

coefficient, are the cause of the observed variations. 

8. CONCLUSION 

In this study, the Eulerian-Eulerian approach was 

used to simulate the bubbly flow regime, which includes 

vapor bubbles in the rising water flow within a vertical 

tube, considering the mass transfer resulting from phase 

change in saturated boiling. In order to identify the optimal 

numerical model and the extent of application of available 

numerical models in the simulation of bubbly flow, 

volume of fluid model (VOF) and Eulerian boiling model 

of Rensselaer Polytechnic Institute (RPI) were compared 

and evaluated. Based on this investigation, the following 

conclusions were obtained: 

• By comparing the modeling results of two boiling RPI 

and VOF models, it was discovered that the chosen 
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RPI boiling model computes the heat transfer 

coefficient, approximately 35% closer to the results 

of the empirical correlation of Gungor and Winterton 

(1986) than the VOF model. However, compared to 

the RPI model, the numerical method of VOF is better 

able to depict the bubbly flow regime and bubble 

formation process from the tube wall with a less 

computational cost. Therefore, the combination of the 

VOF method for precise phase interface tracking and 

the RPI boiling model for simulating bubble 

dynamics and heat transfer mechanism makes these 

models well-suited for bubbly flow simulations in 

two-phase regimes, particularly in boiling systems 

where both interface tracking, bubble dynamics and 

heat transfer are critical to the accuracy of the 

simulation. 

• The findings of the numerical simulation showed that 

when the wall heat flux increases, the temperature of 

the tube wall and the quality of the outlet vapor rise 

steadily. Additionally, nucleation and vapor bubbles 

formation begin at a shorter tube length. 

• The convective heat transfer coefficient, wall 

temperature, and vapor volume fraction oscillations 

increased by increasing the wall heat flux. The abrupt 

changes in the fluid properties close to the wall, 

particularly the shift in the thermal conductivity 

coefficient, were the primary cause of these 

oscillations.  

• An average error of 34.6 and 27.1 percent, 

respectively, were observed when comparing the 

results of the Eulerian RPI boiling numerical model 

with the correlations of Gungor and Winterton (1986) 

and Chen (1966) for the heat transfer coefficient of 

the bubbly flow in three distinct heat fluxes. 

• A 100% increase in the wall heat flux relative to its 

original value of 5000 W/m2, resulted in a 2.5-fold 

increase in the outlet vapor quality, a 75% rise in the 

temperature difference between the wall and the 

saturation temperature, and a 20.8% increase in the 

average wall heat transfer coefficient. 

• A rapid decline in the heat transfer coefficient occurred 

near the end of the tube at a high heat flux of 15000 

W/m2, as a result of the amount of produced vapor 

covering the side of the wall and its motion towards 

the end of the tube due to the gravity and density 

difference. 

• The nucleate boiling zone at the flow entrance grew 

longer due to an increase in mass flow rate, and the 

two-phase convective heat transfer zone formed more 

slowly. 

• A 50% increase in the inlet mass flow rate resulted in 

a 36% reduction in vapor phase quality and with a 

100% increase in mass flow rate, the vapor phase 

quality dropped about 54%. 

• It was shown that the bubble generation process from 

the wall was delayed when the inlet mass flow rate 

was increased. Before the formation of the bubbles 

and nucleate boiling initiation, the heat flux given to 

the wall was employed to raise the temperature of the 

wall. The increasing of wall temperature causes a 

drop in the two-phase heat transfer coefficient at a 

constant heat flux. Hence, with a larger mass flow 

rate, the decrease in the heat transfer coefficient 

persists over a longer length of the tube since the heat 

flux is constant. Furthermore, a rise in the heat 

transfer coefficient was observed in conjunction with 

the bubbles formation and the bubble induced 

turbulence. 

Thus, simulating bubble formation and dynamics and the 

estimation of heat transfer coefficient in bubbly flow 

two-phase regime within the evaporators with vertical 

tubes can be precisely studied with the aid of the 

current research findings. 
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