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ABSTRACT 

The article presents the results of simulation studies conducted on a hypothetical 

watercourse with two simultaneous sources of pollutants of differing types, 

aimed at better understanding pollutant dispersion in complex riverine 

environments. The modeled watercourse incorporates a range of structural and 

natural elements, including a narrow riverbed section, a floodplain with 

vegetated zones, technical infrastructure (such as bridge supports and a side 

channel outlet), and various topographical features. The study was conducted 

using the Finite Volume Method within the ANSYS Fluent computational 

framework, integrating the Volume of Fluid model (Open Channel version), 

Species Model (for liquid pollutants), Porous Media Model (to represent 

vegetated zones), and Discrete Phase Model (for solid particles) into a unified 

simulation. In last part, a proposal for pollutant management strategies in 

selected water systems, where the risk of emergency situations is particularly 

high, is discussed. The primary objective was to identify challenging aspects of 

pollutant dispersion modeling in order to refine future research directions and 

methodologies. 
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1. INTRODUCTION 

Research on the impact of pollutants on the natural 

environment, particularly the mitigation of this impact, is 

a crucial aspect of modern science and engineering. 

Typically, considerations involve air, soil, and surface or 

groundwater pollution. In more advanced analyses, two or 

three groups of pollutants are taken into account 

simultaneously, such as settling dust on the soil surface 

penetrating into the soil and groundwater. In a broad 

sense, two main streams of environmental pollution 

research can be distinguished: predictive research (Ma et 

al., 2019; Xue et al., 2024) and design research (Chu et al., 

2011; Veli et al., 2021; Li et al., 2024). In the first group, 

one can identify studies on the propagation of pollutants 

in the environment, the impact of these pollutants on the 

environment, and the duration of the harmful factors' 

influence. Predictive models often rely on historical data 

and are more accurate the more comprehensive the data is. 

In the second group, efforts are focused on finding 

solutions to eliminate or reduce pollution sources (design 

of waste disposal sites, post-production heaps, filters, 

containers, etc.), limiting the spread of pollutants (design 

of channel systems, drainage ditches, hydraulic 

infrastructure, etc.), as well as various solutions related to 

environmental remediation. Regardless of the approach, 

research can address continuous interactions, exemplified 

by municipal or industrial wastewater issues, or singular 

events resulting from accidents and disasters. 

In the context of modeling, two main types of models 

are distinguished: statistical models (including those using 

random algorithms or artificial intelligence) (Korotenko et 

al., 2004; Montazeri et al., 2023; Poursaeid, 2023) and 

conservative models (Lee et al., 2013; Zheng et al., 2016; 

Alvir et al., 2022; Hadžiabdić et al., 2022). Statistical 

models take into account population density, degree of 

industrialization, agricultural intensity, geological and 

hydrological conditions, among others. Conservative 

models are based on the physics of phenomena and 

processes such as advection, convection, diffusion, 

dispersion, and others. If the modeling of pollutant 

propagation is to be based on the physics of phenomena, a 

crucial aspect is identifying the type of mixtures to occur 

in the planned model and selecting the appropriate 

mathematical apparatus. Conservative models can be 

analytical or numerical, requiring the use of simulation 

techniques, with the model's complexity and the number 

of spatial dimensions varying significantly. The scale of 

the model plays a key role here, with a simplification 

distinguishing micro, meso, and macro scales. The 
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microscale involves modeling pollutant spread in very 

small areas, on the order of tens or at most hundreds of 

meters, for example, at the confluence of watercourses or 

in selected elements of hydraulic infrastructure. The 

mesoscale relates to modeling pollutant spread over areas 

on the order of kilometers, such as along a river or in a 

small water reservoir. The macroscale concerns modeling 

pollutant spread over areas on the order of tens or 

hundreds of kilometers, for example, along entire river 

basins or in large water bodies. An example of microscale 

analysis could be the modeling of the propagation of oil-

derived pollutants due to a pipeline rupture crossing a river 

channel, as described in reference (Agranat et al., 2021). 

A 3D model was applied, covering a domain with 

dimensions of 6×4×2 [m]. An example of mesoscale 

analysis can be found in reference (Diener, 2019), where 

the author investigated pollutant propagation in Lake 

Rådasjön. A 3D model was used, and the lake's surface 

area was approximately 2 [km2]. On the other hand, an 

example of macro-scale research can be found in article 

(Zima, 2019), where the area of interest was Puck Bay, 

with an area of about 364 [km2]. 

An aspect strongly related to the model scale is the 

assumption regarding the number of dimensions in the 

simulation model. In this context, models are 

distinguished as 1D, 2D, 2.5D, and 3D. 1D models 

describe the spread of pollutants in one dimension, most 

commonly along the river or stream channel (or a network 

of rivers and streams), usually based on mass balance 

equations. They are useful for simple cases and have an 

approximate application. 2D models describe the spread 

of pollutants in two dimensions, often along the course of 

a waterway and in the transverse direction. These models 

typically rely on advection-diffusion or advection-

dispersion equations. Incorporating these equations allows 

for a more realistic modeling of pollutant spread in space 

and time. 2.5D models describe the spread of pollutants in 

two dimensions but also take into account the local water 

depth, generally variable in time and space. Models in this 

category often rely on the Saint-Venant equation or 

shallow water equations. 3D models describe the spread 

of pollutants in three dimensions and most commonly use 

the Navier-Stokes equation. Currently, the most popular 

method for creating conservative models of flow systems 

in 3D space is the Finite Volume Method (FVM), which 

involves surface and volumetric balances of mass, 

momentum, and energy within a single finite volume. 

The application of a simulation approach requires the 

development or availability of highly specialized 

software. Individual computer programs can be either 

universal or dedicated to specific applications or locations. 

In the review paper (Zieminska-Stolarska & Skrzypski, 

2012), several specialized computational programs for 

modeling pollutant propagation in 1D, 2D, 2.5D, and 3D 

space were listed. It turns out that the use of full three-

dimensional models in this field is still sporadic, mainly 

due to the immense computational power required to 

obtain solutions, especially when the scale of the study 

needs to be sufficiently large. Literatury studies have also 

shown that typical, universal software, such as ANSYS 

Fluent or OpenFOAM, are exceptionally rarely used in the 

context of the discussed issues. This observation became 

a motivation to undertake research and determine to what 

extent standard CFD (Computational Fluid Dynamics) 

tools can currently be useful in modeling the propagation 

of pollutants in watercourses. It was assumed here that the 

user would have access to relatively typical computer 

hardware, rather than high-performance computing 

clusters. 

This article presents a pioneering numerical analysis 

of three-dimensional microscale water flow using 

advanced CFD tools. Rather than simulating a specific 

case, the developed model serves as a foundation for 

exploring pollutant dispersion in aquatic environments 

and aims to bridge knowledge gaps in three-dimensional 

conservative modeling. Targeted at environmental 

engineers and researchers in related fields, this work 

demonstrates the potential of CFD to address complex 

questions about pollutant behavior in water systems. 

Despite extensive experience in CFD, the author 

encountered unexpected challenges, particularly regarding 

the achievable spatial and temporal scale of such models. 

This prompted exploratory research using the ANSYS 

Fluent 2022R2 software, with detailed insights focusing 

on its unique capabilities. Notably, the study combines 

multiple models – Volume of Fluid, Species Model, 

Porous Media Model, and Discrete Phase Model – within 

a single, large-scale 3D simulation. To the author’s 

knowledge, this is the first attempt to utilize this specific 

configuration of multiphase models in a single analysis, 

providing a fresh perspective on CFD’s applicability to 

environmental sciences. 

2. MATERIALS AND METHODS 

2.1. Geometry of the Watercourse 

Figure 1 depicts a model microscale watercourse, 

which serves as the subject of the research described in the 

article. As mentioned earlier, this watercourse does not 

represent any real-world system and was specifically 

prepared for the numerical test. It was assumed that the 

model should include elements such as: an area with a 

distinct, narrow riverbed (A); a floodplain area (B) 

containing a zone with aquatic vegetation (C); technical 

infrastructure elements (here, bridge supports and the 

outlet of a side channel); other features of the riverbed 

(here, stones or other undefined objects lying on the  

 

 

Fig. 1 Geometry of the model watercourse 
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bottom). The level of detail was significantly limited to 

avoid unnecessary grid densification, which would 

increase computational power requirements. For the 

purposes of the test, it was assumed that the shape of the 

water surface should be tracked during the inflow, and the 

liquid phase would consist of two components: so-called 

clean water flowing in the main stream and so-called dirty 

water, introduced into the watercourse through a side 

channel. A small additional inlet, representing the 

injection point of some solid particle pollutants (it could 

be a source of microplastics, for example (Bondelind et 

al., 2020)), was planned in the model. The type of 

pollutants in the dirty water and the nature of the solid 

particles are not specified due to the general nature of the 

numerical test. It is important to emphasize that such 

assumptions, especially those related to the media, result 

from knowledge of the mathematical apparatus, 

approaches to modeling multiphase systems, and the 

general capabilities of computational packages such as 

ANSYS Fluent or OpenFOAM. 

After preparing the geometry of the watercourse, the 

entire computational domain was divided into two zones: 

the water zone (named “zone_river”) and the zone 

representing the area covered with aquatic vegetation 

(named “zone_porous”). The vegetation zone is connected 

to the river zone by two surfaces labeled “interface” on the 

diagram. These surfaces are two because both zones must 

form two independent geometric volumes in space. 

The geometric model consists of the main clean water 

inlet (“inlet_big”), representing a selected cross-sectional 

surface of the watercourse, the auxiliary clean water inlet 

(“inlet_small”), representing the previously mentioned 

injection point of solid particle pollutants, the side inlet 

(“inlet_duct”), representing the inflow of dirty water, and 

the outlet (outlet). Additionally, the geometry includes the 

lower and side surface of the water zone (“wall_ river”), 

the lower surface of the vegetation zone (“wall_porous”), 

and two auxiliary surfaces (“wall_bridge” and 

“wall_stones”). The first represents the bridge supports, 

and the second represents objects such as stones lying on 

the bottom of the floodplain, visible in the lower part of 

the watercourse. The geometry is closed by the upper 

surface of the river zone (“open_river”) and the upper 

surface of the vegetation zone (“open_porous”). These 

surfaces are not visible in Fig. 1 as they would obscure 

objects behind them. 

The main inlet is located in the XY plane. The outlet 

is parallel to it, with a distance of 84.425 meters between 

them. The length of the riverbed, measured at the center of 

its flow, is just under 90 meters. The width of the river 

varies from 8 meters at the inlet to approximately 30 

meters at the widest point of the floodplain. At the outlet, 

the width of the watercourse is 14 meters. The height of 

the domain is set at 2 meters, with the initial water surface 

located 0.9 meters above the bottom. The total area of the 

“open_river” and “open_porous” surfaces is 1627 [m2]. 

The area covered with vegetation has an elliptical shape 

with diameters of 17 and 8.2 meters. The positioning of 

the computational domain was chosen so that the point 0 

on the Y-axis lies on the lower, flat, and horizontal surface 

of the watercourse bed. This arrangement facilitates the 

later definition of boundary conditions. 

2.2. The Finite Volume Method for multiphase flows 

In the numerical investigations, the Finite Volume 

Method (FVM) is used, which involves two main types of 

balances: the surface balance and the volumetric balance. 

The surface balance describes the exchange of a certain 

quantity with the surroundings through the fluxes flowing 

through the surface of a Finite Volume. The volumetric 

balance describes the change of a certain value inside a 

Finite Volume. The main set of balance equations can be 

expressed as follows (Sobieski, 2011, 2013): 

{
 
 
 

 
 
 

𝜕𝜌

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣⃗) = 0

𝜕(𝜌𝑣⃗⃗)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣⃗𝑣⃗ + 𝑝𝐼⃡) =

𝑑𝑖𝑣(𝜏⃡𝑙 + 𝜏⃡𝑡) + 𝜌𝑠𝑏
𝜕(𝜌𝑒)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑒𝑣⃗ + 𝑝𝐼⃡𝑣⃗) =

𝑑𝑖𝑣[(𝜏⃡𝑙 + 𝜏⃡𝑡)𝑣⃗ + 𝑞⃗𝑙 + 𝑞⃗𝑡] + 𝜌𝑠𝑒

   (1) 

where: 𝜌 – density [kg/m3], 𝑣⃗ – velocity [m/s], 𝑝 – static 

pressure [Pa], 𝐼⃡ – unit tensor [-], 𝜏⃡𝑙 – viscous stress tensor 

[Pa], 𝜏⃡𝑡 – turbulent stress tensor [Pa], 𝑠𝑏 – source of forces 

[N/m3], 𝑒 – sum of kinetic and internal energy, 𝑞⃗𝑙 – 

laminar heat flux [J/(m2·s)], 𝑞⃗𝑙 – turbulent heat flux 

[J/(m2·s)], 𝑠𝑒  – sources of heat [J/(m3·s)]. Note, that the set 

of balance (or transport) equations (1) is incomplete and 

requires additional “closure” models to describe 

individual problems (Sobieski, 2013). After performing 

the calculations, the system of equations (1) provides 

information about the distributions of arbitrary scalar and 

vector fields throughout the entire computational domain. 

The system of equations (1) is valid for single-phase 

flow. In the case of multiphase flows, this system may still 

be applicable, but it needs to undergo appropriate 

modifications. Identifying the appropriate scenario (Fig. 

2) is the first and crucial step in developing a numerical 

model. Any subsequent change in assumptions may 

necessitate changes to the mathematical apparatus, which 

practically means reconfiguring the entire model or its 

parts, sometimes requiring modifications to the geometry 

and regenerating the computational grid.  
 

 

Fig. 2 Simplified visualization of possible types of 

liquid-gas-solid systems in a multiphase flow 



W. Sobieski / JAFM, Vol. 18, No. 8, pp. 1964-1979, 2025.  

 

1967 

 

Fig. 3 Main modelling concepts of multiphase flows 

(Sobieski & Šarler 2023). (MaBE – Mass Balance 

Equation, MoBE – Momentum Balance Equation, 

EBE – Energy Balance Equation) 

 

Experience shows that it is far more advantageous to 

create a numerical model from scratch than to modify an 

existing one. In the latter case, there is an increased risk of 

errors, misinterpretation of data by the software, or the 

presence of a non-obvious setting for one of the options. 

Such issues arose in the numerical test described, as will 

be discussed later in the article. 

In the field of CFD, there are two main groups of 

models dedicated to multiphase flows (Fig. 3): 

homogeneous and heterogeneous. It is crucial to note that 

these models cannot generally be applied together (mainly 

due to computational costs), and one typically needs to 

decide on one of these options. This consideration applies 

to programs like ANSYS Fluent and OpenFOAM, and it 

is possible that some other software packages have 

achieved such a combination. In both homogeneous and 

heterogeneous models, interactions between components 

of the mixture are defined using additional closure sets, 

often referring to source terms in the balance equations. It 

is good practice to formulate the problem in such a way 

that the number of mixtures and components in them is as 

small as possible. An extreme example of this approach is 

the so-called single-fluid models. 

The single-fluid approach can be used in two ways. In 

the first option, the system of equations (1) is solved, and 

based on the obtained data, the possibility of a particular 

phenomenon occurring is estimated. An example could be 

assessing the potential occurrence of cavitation based on 

the pressure field obtained from the simulation. In the 

second option, the system of equations (1) is 

supplemented with appropriate closures of source terms. 

Examples include the Porous Media Model (PMM) or 

Porous Jump Model (PJM), where source term in the 

momentum equation introduces additional resistance, 

simulating the presence of a porous medium. In this 

approach, the focus is not on modeling the medium itself 

but rather on the effect of its existence. The mentioned 

models differ in that PMM is applied to selected volumes 

(the entire domain or specific zones), while PJM is applied 

to selected surfaces, simulating a sudden pressure jump 

caused by the presence of semi-permeable membranes, 

grids, meshes, perforated sheets, etc. The flow resistance 

effect posed by the porous medium is described by 

Darcy's, Forchheimer's, or similar equations. It is essential 

that the volumes or surfaces to which PMM or PJM should 

be applied be clearly identified. 

The homogeneous approach involves solving the 

system of equations (1) with the assumption that variables 

such as density, pressure, or velocity refer to the mixture 

as a whole. Mass or volume fractions of individual 

components are determined using additional balance 

equations, having the same structure as those visible in the 

system of equations (1). The number of additional 

equations is one less than the number of mixture 

components, as the mass or volume fractions of mixture 

components always sum to one. The homogeneous 

approach has various variants. The Mixture Model (MM) 

is commonly applied when there are no significant 

chemical reactions between the components. This model 

is typically used to describe flows with phase change, such 

as evaporation and condensation or cavitation phenomena. 

The number of mixture components in MM is usually 

small, which explains why this model is sometimes 

referred to as the Two-Fluid Model. The Species Model 

(SM) has a similar nature but is dedicated to modeling 

mixtures with (although not necessarily) chemical 

reactions, for example, in combustion processes. In such 

cases, the number of components can be relatively large. 

Another variant of the homogeneous approach is the 

Volume of Fluid (VoF) model. It is designed for modeling 

flows with a free surface or two immiscible fluids. In a 

general sense, both phases can be homogeneous mixtures, 

with possible phase changes or chemical reactions 

between them. A characteristic feature of the VoF model 

is algorithms that detect the position of the phase interface. 

The VoF model has a variant called Open Channel, used 

for modeling liquid flows in rivers, channels, water 

bodies, etc. Additional options allow the modeling of 

waves on the free surface of the liquid. 

The nonhomogeneous approach involves each phase 

having its own set of conservation equations, leading to 

obtaining individual distributions of scalar and vector 

fields. Similar to the previous approach, interactions 

between phases are defined by appropriate closures, such 

as interphase mass, momentum, or energy exchange 

coefficients. It is crucial to note that there are two variants 

of nonhomogeneous models: Euler-Euler (referred to as 

the Eulerian Multiphase Model, EMM, in the literature) 

and Euler-Lagrangian. In Euler-Euler models, dispersed 

phases are not treated as collections of individual objects. 

During simulation, only the volume or mass fractions of 

individual mixture components are tracked. In Euler-

Lagrangian models, the background phase (fluid in which 

the dispersed phase is located) is modeled according to the 

Eulerian description, while dispersed phases are described 

using the Lagrangian approach. This allows the 

observation of the location, trajectory, and behavior of 

individual objects, such as solid particles in the fluid, 

liquid droplets in a gas or another immiscible liquid, or gas 

bubbles in a liquid. Euler-Lagrangian models are 

relatively complex to configure and computationally 

expensive. In recent years, they are often created based on 

different numerical methods using various computer 

programs. This is done by combining Finite Volume 

Method (FVM) or Lattice Boltzmann Method (LBM) 

(Bhatnagar et al., 1954, Sukop & Thorne, 2006) with 
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Discrete Element Method (DEM) (Cundall & Strack, 

1979), Smoothed Particle Hydrodynamics (SPH) (Liu & 

Liu, 2003), or other meshless methods. This type of 

approach is sometimes referred to as hybrid modeling 

(Zaidi, 2020). It's worth noting that in many cases, 

different mathematical models can be applied to model the 

same phenomena, making it challenging to choose a 

strategy to achieve the set goals. For example, cavitation 

phenomena can be modeled using MM or EMM. Another 

example is the modeling of fluidization phenomena: using 

EMM or a Euler-Lagrangian type model. In the latter case, 

calculations can be carried out by combining, for instance, 

OpenFOAM (FVM) or Palabos (LBM) or OpenLB (LBM) 

with the YADE program (DEM). Another model designed 

to describe systems consisting of a continuous phase with 

dispersed spherical solid particles, bubbles, or droplets of 

another liquid (treated as point masses) is the Discrete 

Phase Model (DPM). The dispersed phase must have a 

relatively small volume fraction (maximum 0.1) and can 

exchange mass, momentum, and energy with the 

continuous phase. DPM can be applied in two variants, 

with one-way or two-way interaction. In the first variant, 

it is assumed that the dispersed phase does not affect the 

behavior of the liquid phase, meaning that particle 

injection and trajectory calculations are performed after 

the main simulation based on the calculated velocity field. 

In the second variant, the consideration of mutual 

interactions is carried out again at each time step. 

The above description of multiphase models is very 

general and does not fully showcase the potential of the 

available options. For example, in the implementation of 

the DPM in the ANSYS Fluent package (Ansys Fluent 

User's Guide, 2022), numerous additional physical 

phenomena can be considered. These include the 

influence of gravity and electromagnetic fields, 

thermophoresis, Brownian motion, the Saffman effect, the 

Magnus effect, virtual mass effect, various types of inter-

particle collisions (raising the question of selecting a body 

model), changes in particle mass or size, and their 

coalescence or breakup. There are various boundary 

conditions for particles, such as particle passage through a 

wall without reaction, particle adhesion to walls, particle 

reflection off walls with or without damping, particle 

sliding on walls, or the formation of a particle film on 

walls. Another aspect is the optional modeling of the 

impact of wall roughness on particle behavior. Additional 

settings in the DPM model concern particle types 

(massless, inert, droplet, combusting, multicomponent), 

particle injection types (single, group, cone – only for 3D 

cases, surface, volume – only for non-DEM 3D cases with 

unsteady particle tracking), injector types (plain-orifice 

atomizer, pressure-swirl atomizer, air-blast-atomizer, flat-

fan-atomizer, effervescent-atomizer, file, condensate), 

particle distribution methods (uniform, rosin-rammler, 

rosin-rammler-logarithmic, tabulated), definition of heat 

transfer coefficient (constant-HTC, Nusselt-number, 

Ranz-Marshall, Hughmark, Tomiyama), method of 

calculating drag coefficient (spherical, nonspherical, 

Stokes-Cunningham, high-Mach-number, Ishii-Zuber, 

Grace), and many other considerations. There is also a 

variant model called Dense Discrete Particle Model 

(DDPM), the use of which requires defining yet another 

set of options. A similar multitude of options and variants 

exists for each of the aforementioned models, often 

making the modeling of multiphase systems a non-trivial 

task. This task becomes even more complicated when 

attempting to include multiple multiphase models in a 

single simulation. Not all of these models can be used 

together, and if they can, additional issues related to the 

order of defining individual model elements or their 

interaction may arise. 

3. RESULTS AND DISCUSSION 

3.1. Generation of the Numerical Mesh 

The computational domain shown in Fig. 1 underwent 

spatial discretization using tetrahedral elements. Due to 

significant changes in the cross-sectional surface of the 

domain and the obstacles present, an attempt was not made 

to generate a typically more favorable “sweep” mesh. 

Such a mesh is typically used for slender and long 

geometries, such as pipelines or channels. It was assumed 

that in the general case, the geometry of the watercourse 

would be complex enough that “sweep” meshes would not 

be applicable. The basic size of a single mesh cell was set 

to 0.2 [m] throughout the domain. This value was reduced 

to 0.1 [m] on the walls of the bridge supports and on 

obstacles lying on the bottom. An inflation layer with a 

thickness equal to the basic size of a single mesh cell at a 

given location was added to all walls. After the initial 

mesh generation, it was found that the quality coefficients 

were very poor on the lateral edges of the upper surface, 

where the angle between the contacting planes was acute. 

To eliminate problematic areas, these edges were rounded 

with an arc of radius 0.2 [m]. This change should not 

significantly affect the course of the numerical test 

described in the article, especially since it concerns areas 

above the water level. After this modification, a mesh 

consisting of 6 005 729 cells was obtained (Fig. 4). The 

minimum orthogonality coefficient was 0.1, and the 

maximum skewness was 0.9. These indicators fall within 

an acceptable range. Subsequent calculations were stable, 

confirming that the developed numerical mesh is 

sufficiently accurate. A classical mesh independence 

study, which involves generating multiple meshes of 

varying densities and analyzing their impact on selected 

results, was not conducted. This decision was driven by 

the exploratory nature of the study, which focuses on the 

 

 

Fig. 4 A view of the final numerical mesh 
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integration of multiple multiphase models within a single 

simulation. Additionally, computational resource 

limitations precluded the use of finer meshes than the one 

applied in this work. 

The next step in the configuration was the selection of 

an appropriate and simultaneously executable set of 

mathematical models and closures. Firstly, a non-

stationary type of analysis was chosen, and gravity was 

activated in the −y direction. The Species Model (SM) was 

employed to describe the mixture of clear water and dirty 

water. It was assumed that clear water (“water-clear”) had 

a temperature of 10 [°C], with a density and dynamic 

viscosity of 999.7 [kg/m3] and 0.001306 [Pa·s], 

respectively. As the second liquid phase, water (“water-

dirty”) was also selected, but with a temperature of 15 

[°C], density of 999.1 [kg/m3], and viscosity of 0.0011375 

[Pa·s]. The parameters were determined using the OMNI 

Calculator software (Omni Calculator, 2024). For the 

purposes of the test, no specific contaminants were 

considered. It was assumed that the so-called “water-

dirty” constitutes a single medium with averaged 

parameters. The mixture of clear water (first component 

of the mixture) and dirty water (second component of the 

mixture) was named “water-mixture”. 

During the analysis of a specific case, there may be a 

need to consider changes in the parameters of mixture 

components over time at selected or all inlets to the 

computational domain. In the approach applied in the 

article, this is possible indirectly by changing the values of 

averaged material parameters. In the ANSYS Fluent 

software, functions for changing the material parameters 

over time can be defined using the Named Expression tool 

or through User Defined Functions. Technically, this is 

not difficult but requires the development of appropriate 

functions based on additional analytical models, historical 

data, or other methods. It is worth noting that any division 

of the liquid phase into multiple components is also 

relatively easy to implement, as it does not require changes 

to the adopted mathematical apparatus. It would be 

sufficient to define more materials and then change the 

composition of the corresponding mixtures. Similar 

changes would need to be made if there is a need to 

consider additional components in the gas phase. The gas 

phase would then be composed of a mixture, defined in 

the same way as the water mixture described above. 

The next step in configuring the simulation model 

was to activate the Volume of Fluid (VoF) model. As 

mentioned earlier, this model is used, among other things, 

for simulating flows with a free surface, in this case, a 

system consisting of air and a liquid mixture of two 

components. In the VoF model (at least in the variant 

implemented in the ANSYS Fluent software), the order of 

components is important, as the first phase must be the gas 

phase (here: “air”), and the second phase must be the 

liquid phase (here: “water-mixture”). Due to the nature of 

the flow, the Open Channel variant of the VoF model was 

used to simulate the assumed flow. This variant is 

specially adapted for open flow systems. To ensure greater 

stability in the calculations, the “'Implicit Body Force”' 

option was also enabled, changing the default method of 

introducing body forces into the model. The surface 

tension at the interface of the two phases was assumed to 

be constant and equal to 0.072 [N/m]. 

In the analyses of flow dynamics, only the mass 

balance equation and the momentum balance equation are 

used. In the case of the Species Model (SM), the energy 

equation must always be activated. In the described model, 

the properties of the mixture of pure water and dirty water 

were first defined, providing only their density and 

viscosity. Then, the SM was activated, resulting in the 

extension of the required set of material data. In such 

cases, the new parameters include specific heat, thermal 

conductivity, molecular weight, standard state enthalpy, 

and reference temperature. Due to the test nature of the 

model, default parameters proposed by the program were 

used in the simulation. In situations where thermal 

analysis would be of particular importance, these 

parameters would need to be more precisely defined, 

either by introducing averaged values for the considered 

temperature range or by using appropriate approximation 

functions. 

3.2. Configuration of the Porous Media Model 

Another element in creating the simulation model was 

the development of a method to account for the vegetation 

in the selected flow zone. Considering individual plants, 

their stems, or leaves is unrealistic due to the difficulties 

in obtaining relevant data and the unimaginable size of the 

computational grid. It seems that this task exceeds the 

capabilities of even the most efficient computing clusters. 

The second issue is the justification of such an approach. 

In the model described here, it was assumed from the 

outset that the vegetated area would be treated as a porous 

zone, where the Porous Media Model (PMM) would be 

activated. This explains why the geometry was prepared 

in such a way at the very beginning to obtain two zones in 

one computational domain. If this had not been done, the 

subsequent configuration of PMM would be impossible 

for selected areas of the domain. 

In ANSYS Fluent, the hydrodynamic parameters of 

the porous medium are defined using the three-

dimensional version of the Forchheimer equation (if the 

coefficient 𝛽 = 0, the equation reduces to Darcy's law) 

(Ansys Fluent User's Guide, 2022) 

𝑠𝑖 = −(∑ 𝐷𝑖𝑗𝜇𝑣𝑗 + ∑ 𝐶𝑖𝑗
𝜌|𝑣|𝑣𝑗

2

3
𝑗=1

3
𝑗=1 )  (2) 

and 

𝐷𝑖𝑗 =

[
 
 
 
 
1

𝑘
0 0

0
1

𝑘
0

0 0
1

𝑘]
 
 
 
 

,      (3) 

𝐶𝑖𝑗 = [

2𝛽 0 0
0 2𝛽 0
0 0 2𝛽

],    (4) 

where: 𝑘 – permeability [m2], 𝛽 – Forchheimer coefficient 

[1/m]. 

Even though the mathematical expression is 

straightforward, estimating the values of the coefficients k 

and β can be challenging. Since no helpful literature was 
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found, the model assumed that Darcy's law would apply to 

the flow (β=0) with 1/k=11809949 (it is worth noting that 

the discussion regarding the applicability ranges of 

Darcy's law and Forchheimer's law is still ongoing, as 

exemplified by the study of Arthur (2018)). The 

permeability value was estimated based on earlier 

experimental studies on the pressure drop of water in a 

filtration column filled with glass beads (Sobieski et al.). 

Three bead diameters were considered: 4, 6, and 8 [mm], 

with larger diameters resulting in smaller flow resistances. 

Here, 1/4 of the average value obtained for 8 [mm] beads 

was adopted. This estimation method is imperfect but 

allowed for the observation of a significant impact of the 

porous zone on the simulation. Additionally, taking some 

reference value protected against providing excessively 

large values. The problem of determining the coefficients 

in the Forchheimer equation is well-known in the 

literature. Previous studies by the author on water flow 

through sands and gravels showed that the use of available 

empirical formulas can yield permeability values differing 

by several orders of magnitude. Since determining this 

coefficient's value is challenging for typical flows, it 

becomes even more difficult in non-standard cases. An 

additional complication is that aquatic vegetation, in 

general, can exhibit a tremendous variety of forms and 

structures, fundamentally filling the space in an 

anisotropic manner. Anisotropy can be accounted for in 

the model, as evident in equations (3) and (4). To define 

the porous zone, the ANSYS Fluent program also requires 

specifying the medium's porosity. In the model, a porosity 

of 0.9 was adopted. 

In the model presented in the paper, the porous zone 

encompasses a selected area, vertically bounded by the 

riverbed surface (“wall_porous”) and the upper surface of 

the computational domain (“open_porous”). This means 

that the PMM will be active throughout the height of this 

zone, both in the water and in the air. Since, in the VoF 

model, coefficients 𝑘 and 𝛽 are introduced separately for 

both phases, the model can be configured to introduce 

resistance only in water or both in water and air. The first 

case can simulate the presence of vegetation only below 

the water surface, while the second case can represent tall 

vegetation, such as reeds, limiting not only water 

movements but also airflow above its surface. The model 

applied the first variant, and no flow resistances were 

defined for the air. It's worth noting that the porous zone 

doesn't have to extend vertically throughout the entire 

computational domain. It can be located at the bottom, at 

the mean water level, or up to a specified height above the 

water surface. The last option allows for the consideration 

of vegetation of any height without disrupting the airflow 

above this zone. 

Since the use of the SM requires the activation of the 

energy equation and consideration of thermal effects, the 

simulation model must specify the material parameters of 

the porous medium skeleton, such as density, specific 

heat, and thermal conductivity. This aspect is as 

problematic as determining the parameters 𝑘 and 𝛽. In 

general, it is challenging to define the material because, in 

reality, plant zones can be highly diverse in terms of plant 

species, their proportions, and spatial distribution. Since 

the author could not find relevant information, the 

simulation adopted material parameters corresponding to 

beechwood (Hrčka & Babiak, 2017). Density, specific 

heat, and thermal conductivity were set to 703.9 [kg/m3], 

1900 [J/(kg·K)], and 0.23 [W/(m·K)], respectively. This 

estimation method is highly imperfect but safeguards 

against providing values in unrealistic ranges. 

The study introduced a single porous zone; however, 

in a specific case study, it may be necessary to create 

multiple such zones to represent the different locations of 

various vegetation areas, or alternatively, a single zone 

with parameter variations in different parts, such as near 

the bottom or the surface. The author's previous 

experience indicates that the computational costs 

associated with porous zones are minimal, but dividing the 

domain into zones appropriately and generating a 

numerical mesh of sufficient quality may pose some 

challenges. 

3.3. Configuration of Boundary Conditions 

The boundary conditions were specified according to 

the requirements of the VoF model in the Open Channel 

version. For inlets, so-called velocity or mass inlets can be 

used. The difference is that the velocity specified at the 

velocity inlet applies to both phases (water and air) in the 

case of a velocity inlet, while the mass flow is provided 

only for the liquid phase, and the gas phase remains at rest. 

The ANSYS Fluent software documentation (ANSYS 

Fluent Theory Guide, 2022) mentions that mass inlets 

allow for greater computational stability, which can be 

significant for large and complex simulation models. In 

additional simulations (not shown in the article), it was 

verified that in the discussed example, the calculations are 

stable and correct even when all inlets are velocity inlets. 

Ultimately, it was decided that “inlet_big” and 

“inlet_duct” would be mass inlets, while “inlet_small”, 

which is always below the liquid level, would be a velocity 

inlet. It was also assumed that only clean water flows 

through “inlet_big”, and only dirty water with a slightly 

higher temperature and a slightly higher water level is 

introduced through “inlet_duct”. Detailed information 

about the parameters at the inlets and outlets is presented 

in Tables 1 and 2. In the case of the outlet, parameter 

values (except pressure) are significant only when there is 

a backflow. 

The symbols visible in tables denote respectively:  
𝑇 – temperature, 𝜌 – density, 𝜇 – dynamic viscosity, 

𝐴 – cross-section area of the water stream, 𝑃 – wetted 

perimeter, 𝑑ℎ – hydraulic diameter,  𝑣𝑛 – velocity (normal 

to boundary), Re – Reynolds, number, – mass flow rate 

[kg/s], 𝛼𝑑𝑖𝑟𝑡𝑦
𝑚  – mass fraction of water-dirty, 𝛼𝑑𝑖𝑟𝑡𝑦

𝑉  – 

volume fraction of phase 2 in VoF, 𝑦𝑏𝑜𝑡𝑡𝑜𝑚 – bottom level, 

𝑦𝑓𝑠 – free surface level, 𝑙 – characteristic length, 𝐼% – 

turbulence intensity, 𝑘 – turbulent kinetic energy, 𝜔 – 

specific dissipation rate. In the case of the outlet, 

parameter values (except pressure) are significant only 

when there is a backflow (denoted by index b). 

As mentioned earlier, the simulation utilized the VoF 

model designed for Open Channel flow modeling. This 

option needs to be activated at each inlet or outlet that is 

not entirely filled with fluid and has a free surface. In the  
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Table 1 Boundary conditions at the inlets 

 inlet_big inlet_duct inlet_small 

type mass-flow-inlet mass-flow-inlet velocity-inlet 

𝑇 283 [K] 288 [K] 283 [K] 

𝜌 999.7 [kg/m3] 999.1 [kg/m3] 999.7 [kg/m3] 

𝜇 0.001306 [Pa·s] 0.0011375 [Pa·s] 0.001306 [Pa·s] 

𝐴 5.7804 [m2] 1.7846 [m2] 0.196 [m2] 

𝑃 7.8952 [m] 4.2597 [m] - 

𝑑ℎ 2.9286 [m] 1.6758 [m] 0.25 [m] 

𝑣𝑛 1 [m/s] 1 [m/s] 0.5 [m/s] 

Re 2241719 [-] 1471918 [-] 95683 [-] 

𝑚̇𝑚𝑖𝑥 5778.67 [kg/s] 1783.0 [kg/s] 98.15 [kg/s] 

𝛼𝑑𝑖𝑟𝑡𝑦
𝑚  0 1 0 

𝛼𝑑𝑖𝑟𝑡𝑦
𝑉  - - 1 

open channel yes yes no 

𝑦𝑏𝑜𝑡𝑡𝑜𝑚 0 [m] 0 [m] - 

𝑦𝑓𝑠 0.9 [m] 1.0 [m] - 

inlet group ID 1 2 - 

𝑙 0.204999 [m] 0.117307 [m] 0.0175 [m] 

𝐼% 0.025722 [%] 0.027110 [%] 0.038152 [%] 

𝑘 0.000992 [m2/s2] 0.001102 [m2/s2] 0.000546 [m2/s2] 

𝜔 0.280563 [1/s] 0.516768 [1/s] 2.437431 [1/s] 

 

Table 2 Boundary conditions at the outlets 

 outlet open_river open_porous 

type pressure-outlet 

𝑇𝑏  283 [K] 

𝑝 - 0 [Pa] 0 [Pa] 

open channel yes no no 

𝑦𝑏𝑜𝑡𝑡𝑜𝑚 0 - - 

𝑦𝑓𝑠 0.9 [m] - - 

Outlet group ID 1 - - 

𝛼𝑑𝑖𝑟𝑡𝑦,𝑏
𝑚  0 0 0 

𝛼𝑑𝑖𝑟𝑡𝑦,𝑏
𝑉  - 0 0 

backflow pressure  total pressure - - 

𝑘𝑏 0.000992 [m2/s2] 

𝜔𝑏 0.280563 [1/s] 

 

simulation, these surfaces are “inlet_big”, “inlet_duct”, 

and “outlet”. The Open Channel variant requires defining 

the reference level (bottom level) and the position of the 

free surface of the fluid (free surface level). The necessity 

of providing these parameters gives some indications 

regarding the preparation of geometry and its placement 

in the global coordinate system. In the model, it was 

assumed that the bottom of the watercourse is flat and 

located at a height of 𝑦 = 0. In the general case where the 

riverbed has a variable height, it would be advisable to set 

the zero level at the point of greatest depth. Another 

sensible assumption could be to position the domain so 

that the zero height corresponds to the water surface level. 

An important parameter in the ANSYS Fluent model is the 

inlet/outlet group ID. In the described model, the inlet 

“inlet_duct” had its default ID changed from 1 to 2. This 

modification enabled the definition of independent 

boundary conditions not linked to the “inlet_big”, which 

by default also had ID = 1. 

Another aspect of defining conditions at inlets and 

outlets is specifying parameters related to turbulence 

modeling. The Reynolds number indicates that the flow is 

turbulent, and therefore, this aspect must be taken into 

account. Due to the lack of other assumptions, the 

universal 𝑘 − 𝜔 SST model was chosen, providing good 

results in both the boundary layer and the depth of the 

flow. The following formulas (Ansys Fluent User's Guide, 

2022) were used to estimate the boundary values of 

turbulence parameters: 

𝑘 =
3

2
(𝑣𝑖𝑛𝑙𝑒𝑡 ∙ 𝐼%)

2,    (5) 

𝜔 =
𝑘0.5

0.090.25∙𝑙
,     (6) 

where 𝑙 = 0.07 ∙ 𝑑ℎ and 𝐼% = 0.16 ∙ Re𝑑ℎ
−
1

8.  

Equations (5)-(6) were used to estimate the values 

of 𝑘 and 𝜔 at all three inlets, taking into account the 

geometry, the assumed free surface level, and the specified 
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velocities in the simulation. At the outlets, the values of 

these parameters were not computed; instead, they were 

assumed to be the same as those prevailing at the largest 

inlet. It is worth emphasizing that at the outlets, the values 

of 𝑘 and 𝜔 have some significance only when there is a 

possibility of reverse flow. 

In addition to the inlets and outlets, the model 

includes walls. It was assumed in the model that these 

walls are adiabatic, but one can imagine situations in 

which the water temperature would change, affecting the 

temperature of the ground. In such cases, it would be 

necessary to specify heat fluxes on individual walls and 

appropriate material parameters. It turned out that there is 

relevant literature, and the issue of material properties is 

not as problematic as described during the configuration 

of the porous zone. 

In the simulation model, it was assumed that the 

bridge supports (“wall_bridge”) are made of concrete. 

Sample concrete parameters were taken from the work 

(Jaskulski, et al. 2019) (mixture C-A): density equal to 

2529 [kg/m3], specific heat equal to 765 [J/(kg·K)], 

thermal conductivity equal to 2.23 [W/(m·K)]. It was 

assumed in the model that the material assigned to the 

other walls limiting the movement of water, i.e., 

“wall_river”, “wall_ porous” and “wall_stones” is sand. 

Material parameters were determined based on the paper 

(Hamdhan & Clarke, 2010), assuming saturated coarse 

sand: density equal to 2080 [kg/m3], specific heat equal to 

1483 [J/(kg·K)], thermal conductivity equal to 3.72 

[W/(m·K)]. One can discuss whether the materials and 

their parameters were adopted correctly; this comment 

also applies to the previously described parameters of 

water vegetation. However, it should be emphasized that, 

in general, the values are within realistic ranges, and the 

details will depend on the specific case, most often related 

to some actually existing watercourse. 

3. 4. Preparing the numerical simulation 

One of the elements of configuring the simulation 

model is specifying details regarding the solution 

methodology. Following recommendations from the 

documentation of the used software, the following options 

were set: ”Pressure-Velocity Coupling” – “Coupled”; 

“Transient Formulation” – “Bounded Second Order 

Implicit”; “Spatial Discretization for Pressure” – 

“PRESTO!”; “Spatial Discretization for Volume 

Fraction” – “Compressive”. The ANSYS Fluent program 

provides a tool to check the correctness of the VoF model 

during the initialization stage. Upon pressing the “VoF 

Check” button in the calculation initialization section, two 

additional suggestions appeared in the program terminal 

regarding enabling the options “Warped-Face Gradient 

Correction” and “High Order Term Relaxation”. Other 

settings were left unchanged, including relaxation 

parameter values and convergence criterion values. 

To monitor the progress of the water mixing process, 

a visualization was prepared, automatically saved at each 

time step. Monitors were defined for the force acting on 

the bridge supports and the total mass of dirty water in the 

flow. The calculations were initialized using a hybrid 

method and ran for 6000 iterations with a time step of 0.01 

[s]. These settings allowed modeling a 60-second process. 

The calculations were performed in double precision using 

16 computational cores, which was limited by the 

available license. The parameters of the computer used 

were as follows: AMD Epyc 7662 processor, 64 cores, 64-

bit architecture, 256 MB L3 cache, 128 GB RAM, 3200 

MHz RAM clock speed, DDR memory type. The actual 

simulation time was 288 hours. Although the ANSYS 

Fluent package offers specialized modules for variant 

analysis, sensitivity analysis, and optimization based on 

selected criteria (e.g., tools like Direct Optimization, 

Parameter Correlations, or Response Surface), I chose not 

to perform these studies. Given the extended simulation 

time, the effect of various model parameters and settings 

on computation time was not evaluated. It was only 

observed that increasing the time step to 0.1 [s] resulted in 

increased residuals and interrupted calculations. 

3.5. Results of Calculations 

In Figures 5-8, the system's state is visible at selected 

time steps. The legend on the left side of the figures refers 

to the mass fraction of dirty water, represented by two 

transparent iso-surfaces defined for a dirty water fraction 

equal to 0.5 and 0.25 (these cannot be distinguished in the 

presented figures). This visualization method means that 

dirty water actually occupies a slightly larger space, but its 

fraction there is lower than 25%. The legend at the bottom 

refers to the water velocity and is overlaid on an iso-

surface representing the water surface level. 

 

 

Fig. 5 Visualisation of the flow at t = 0 [s] 

 

 

Fig. 6 Visualisation of the flow at t = 15 [s] 
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Fig. 7 Visualisation of the flow at t = 30 [s] 

 

 

Fig. 8 Visualisation of the flow at t = 60 [s] 

 

Observing the edges of the watercourse, it can be 

noticed that, after initiating the simulation, a small wave 

moves along the water surface. This is a singular 

phenomenon that occurs at the beginning of the simulation 

and does not hold significant importance in the context of 

the research. It can also be seen that the flow significantly 

slows down in the area of the porous zone. A slight 

slowdown is also visible behind the bridge supports. The 

system's behavior is generally in line with expectations, 

and there are no noticeable effects suggesting incorrect 

parameter settings. In the study, it was considered that a 

simulation time of 60 [s] allows determining whether the 

developed model works correctly, and there is no need for 

further simulations. Practically significant is the 

established relationship between simulation time and 

computational time. In the described example, modeling 1 

second of flow takes about 4.8 hours of real-time. These 

times will, of course, be different on another computer, but 

they allow estimating the capabilities and the realistic time 

scale of modeling a specific flow. It can be assumed that 

there are more optimal settings for the simulation model, 

allowing for faster results, but very large differences in 

this area, on the order of several hundred or even tens of 

percent, are not to be expected.  

The conducted tests showed that the simulation 

duration increases proportionally to the assigned 

computation time. With data for both times for a given 

computational machine, it is possible to easily estimate the 

simulation duration for another, selected computational 

period, which allows for assessing whether such waiting 

time is acceptable. Computational performance can be 

improved by using parallel processing. Performance tests 

of ANSYS Fluent published in the literature show that  

 

Fig. 9 Changes in the mass of dirty water in the river 

zone and in the vegetation zone over time 

 

 

Fig. 10 Changes over time in the resultant force 

acting on the bridge supports 

 

computational acceleration through parallel data 

processing is effective until the communication time 

between processors starts to dominate. A key factor in this 

process is access to appropriate computational machines 

and licenses. 

In Fig. 9, the record of the dirty water mass monitor 

with a division into zones is visible. It can be observed that 

dirty water practically does not penetrate the porous zone. 

This is due to the location of this zone, somewhat on the 

sidelines of the main flow, and the low water velocity 

inside it. This effect indicates that considering the 

existence of aquatic vegetation zones can be crucial in 

modeling the propagation of pollutants in watercourses. It 

can also be inferred that pollutants that enter the 

vegetation zone may linger there for a relatively long time, 

forming local deposits. 

In Fig. 10, changes in the resultant force acting on the 

four supports defined in the model are visible. It can be 

seen that the force value changes over time, confirming 

the non-stationary nature of the flow. Of course, force 

monitors (or force moments) can be defined for each 

support separately. It seems that in environmental 

analyses, the aspect of hydrodynamic interactions may not 

be of great importance, although the mere presence of 

various barriers or objects in the riverbed will affect the 

flow field, and thus also the spatial distribution of 

individual mixture components. Since the supports are 

located upstream from the point of supplying dirty water, 

one could consider removing this element from the model. 

This would reduce the grid size and slightly shorten the 

calculation time. Nevertheless, such a step could only be  
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Fig. 11 Distribution of turbulence intensity at a height 

of 0.05 [m] above the riverbed at t = 60 [s] 

 

 

Fig. 12 Velocity distribution on the upper surface of 

the computational domain at t = 60 [s] 

 

taken under the assumption that the effect of the supports' 

interaction will not be significant in the analysis of the 

propagation of solid particles, as discussed further. 

The effect of the presence of obstacles on the bottom 

(“wall_stones”) is not strongly noticeable. Nevertheless, 

downstream of the obstacle, a small band of increased 

turbulence intensity appears (Fig. 11), indicating that the 

mixing process of the water streams is accelerated in this 

area. Perhaps the interruption of the dirty water stream, 

visible in Fig. 7, is initiated or enhanced by the presence 

of obstacles on the bottom in this location. The open 

question is whether such interactions will be important for 

the overall analysis of pollutant propagation or not. If not, 

removing these types of elements would once again allow 

for a reduction in the size of the computational grid and a 

shortening of the simulation time. 

In the numerical model, no parameters defining the 

air velocity above the water surface have been specified. 

Due to the boundary conditions set at the inlets, the air 

velocity in the “inlet_big” and “inlet_duct” planes is 

initially zero. However, due to viscosity effects, the air 

begins to move, reaching velocities of up to 2 [m/s] in 

certain areas. Where the water velocity is low, particularly 

in the porous zone, air movement is also limited. Figure 

12 illustrates the described phenomenon, showing the 

velocity distribution on the surfaces of “open_river” and 

“open_porous”. 

In the simulation model, it was assumed that the 

temperature of pollutants is higher than the water 

temperature in the river. In Fig. 13, the range of thermal  

 

Fig. 13 Temperature distribution at the free surface 

of water at t = 60 [s] 

 

 

Fig. 14 Visualization of selected recirculation areas 

for t = 60 [s] 

 

influence of pollutants and changes in temperature 

values in individual regions can be observed. According 

to the basic principles of thermodynamics, the thermal 

aspect will depend on the amount of introduced pollutants, 

the specific heat of the contaminating phase, and the 

temperature difference in the system. Details will depend 

on the specific configuration; however, it is evident that 

the impact of wastewater, in a broad sense, can be 

significant not only by introducing pollutants into the 

environment but also by causing temperature changes, 

which, in turn, will affect the local conditions of the 

biosystem. 

The flow analysis can be complemented by 

recirculation zones, which are well visible in 

visualizations depicting the vector field of velocity. 

Generally, recirculation zones can be expected in water 

streams, but numerical simulations are necessary to 

precisely determine their location, extent, and intensities. 

In the analyzed flow, several recirculation zones are 

present, with the largest ones located directly behind the 

channel bringing in pollutants and at the opposite side, 

behind the bend in the riverbank (Fig. 14). 

In the flow, Karman vortices can be observed 

appearing behind the bridge supports (not shown here). 

This phenomenon is consistent with expectations, 

although the detailed path of the Karman vortices is not 

very well-defined due to the relatively sparse grid used for 

this spatial scale. The numerical grid can, of course, be 

refined around and behind the bridge supports (or 

generally on small features), but the question remains 
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whether it is necessary in this analysis. When modeling 

the behavior of watercourses, one should avoid such 

refinements, accepting the loss of detail in favor of scale. 

3.6 Configuration of the Discrete Phase Model 

In the tests, it was assumed that the ability to model 

any particulate matter in the form of a particle cloud would 

be examined. To achieve this goal, the aforementioned 

Discrete Phase Model was used, excluding the influence 

of particles on the liquid phase. The application of this 

model requires performing main calculations, defining 

injections, and conducting visualizations. Since the 

velocity field is known at this stage, particle trajectories 

are calculated based on this field and the forces acting on 

the particle. The primary factors influencing particle 

motion are the force due to gravity, calculated based on 

the material properties and particle diameter, and the drag 

force, which arises from the surrounding mass of the 

moving fluid. The test utilized the simplest possible 

variant of the model, without delving into numerous 

details that are difficult or even impossible to determine at 

this stage of the research. In the example, the “inlet_small” 

plane was chosen as the injection area, and the material for 

the particles was selected from the default materials 

available in the software database, named “ash-solid”. On 

the walls, the reflection type boundary condition was 

applied. The details of the DPM model configuration are 

presented in Tab. 3. Particle trajectories, colored 

according to the time spent in the computational domain, 

are visible in Fig. 15. 

Figure 16 presents the results of the DPM acting when 

massless particle were used. It can be observed that some 

particles enter one of the recirculation zones and turn 

upstream, ultimately extending their residence time in the 

domain. The figure also shows that the main stream is, for 

a certain stretch, separated from the flow incoming from 

the side inlet, as particles do not penetrate into it. This 

occurs only in the downstream region, where the mixing 

processes of both streams are advanced. 

A practical issue should be noted. The results so far 

were based on the transient model (Transient). To apply 

the DPM model in the one-way variant, the analysis must 

be switched to steady-state (Steady). Without this, 

visualization cannot be performed, even with correct 

source and injection settings, and the program offers no 

explanation for this issue. 

 

 

Fig. 15 Particle trajectories of the solid phase “ash-

solid” at t = 60 [s] 

 

Fig. 16 Particle trajectories of the solid phase 

“massless” at t = 60 [s] 

 

During the investigations, several additional tests 

were conducted, considering what could potentially be 

useful in the analysis of pollutant propagation in 

watercourses. It was confirmed that the Named 

Expression tool allows for dynamic changes in velocity 

and liquid level over time. An example instruction 

describing the variation of velocity over time has the 

following form: 

IF(t<1[s],1[m/s],1.01[m/s]-0.01*1[m/(s*s)]*t)  

The change in water level can be described, for 

example, by the following expression: 

0.9[m]*(1[s]-0.002*t)/1[s] 

In more complex situations, such as when it is 

necessary to define the velocity distribution at the inlet or 

when the function describing changes over time is 

particularly intricate, the User Defined Functions 

mechanism can be applied to describe these changes. This 

mechanism requires creating code fragments in the C 

language, which replace default solutions. Details 

regarding the creation of such functions are described in 

the documentation (Ansys Fluent Customization Manual, 

2022). 

3.7. Practical Applications of the Model in Crisis 

Situations 

The primary obstacle in using three-dimensional 

pollution propagation models is the currently limited 

computational power, which is insufficient for the needs 

of full-scale simulations. The presented model utilizes 

restricted spatial and temporal domains, making it most 

applicable in emergency situations, such as sudden 

accidents. Unfortunately, both model preparation and 

computation are still too time-consuming to enable the 

development of real-time rescue scenarios based on full 

3D simulations. However, the one-way DPM model, 

which relies on a precomputed velocity field, offers 

certain possibilities. A potential solution could involve 

preparing models and simulations in advance for sensitive 

areas and several typical conditions, such as different 

seasons. After a specific incident occurs, the DPM 

analysis could be quickly performed by defining only the 

emission source and the parameters of particles 

representing the given substance (these data can also be 

prepared beforehand). For example, in cases where a 

watercourse intersects with or is adjacent to a pipeline or  
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Table 3 Settings of the DPM model applied in the 

simulation 

Parameter Setting 

Injection type surface 

Injection surfaces inlet_small 

Particle type inert 

Material ash-solid 

Diameter distribution uniform 

Inject using face normal direction on 

Diameter 0.0001 [m] 

Temperature 283 [K] 

Velocity magnitude 0.5 [m/s] 

Total flow rate 1.0 [kg/s] 

 

 

Fig. 17 An example of particle injection at an 

arbitrary defined spherical region in the 

computational domain at t = 60 [s] 

 

a tank containing oil, sewage, or another hazardous fluid, 

and there is a risk of leakage, a simulation could be 

conducted swiftly. Upon detecting such an event, it would 

suffice to define the location and parameters of the 

emission source, and the simulation results could 

promptly provide essential information about the potential 

spread of pollution. 

In the original model, it was assumed that the location 

of the injection source was fixed. However, ANSYS 

Fluent provides the flexibility to define this source later in 

the process. To achieve this, you can use the mesh region 

definition tool (Region Register). This tool allows the 

creation of regions in the shape of a cuboid, sphere, or 

cylinder. It is crucial to enable the "Create Volume 

Surface" option during the region generation, as the 

surface of the defined region will serve as the injection 

surface, just as it did with the "inlet_small" surface in the 

original setup. The remaining steps for defining the DPM 

model remain unchanged from the previous configuration. 

In Fig. 17, the effect of using a spherical injection 

point is shown, positioned at coordinates 10.0, 0.2 and 

20.0 [m] with a diameter of 0.3 [m]. The calculations were 

performed using the same data as presented in Table 2. 

Numerical simulations of selected systems can be 

cataloged and used as templates, significantly reducing 

response time by eliminating the need for real-time 

simulation setup. This process could be further 

streamlined when integrated with real-time pollution 

monitoring systems. These systems would not only detect  

 

Fig. 18 The effect of incorrectly assuming the density 

of the mixture 

 

contamination, identify its location, and assess its intensity 

but could also generate files with user-defined functions 

(UDFs) to describe the source and injection parameters (a 

capability supported by ANSYS Fluent). The simulation 

workflow would then be simplified to loading the 

appropriate template into Fluent, compiling the UDFs, and 

producing the visualization. 

3.8. Errors and Issues in Model Configuration 

During the model creation, several errors and 

challenges arose, prompting the need to highlight them for 

readers. 

The primary issue was the absence of dirty water in 

the flow. Despite multiple checks and the creation of a 

simpler flow model with similar settings that worked 

correctly, the problem persisted until the server was 

restarted and ANSYS Fluent relaunched. Upon reviewing 

the boundary conditions, it was found that the labels for 

the mass fractions of clear and dirty water were incorrect, 

leading to confusion about the components. Although the 

cause of the error was unclear, it was likely due to the 

program referencing the wrong component. The issue was 

resolved by resetting the program settings. Users are 

advised to utilize options for saving or loading model 

configurations and comparing current settings with default 

ones. 

The second issue stemmed from the author’s 

misunderstanding of a detail in configuring the Species 

model. Following ANSYS instructions, it was assumed 

that defining the material properties for “water-clear” and 

“water-dirty” completed the mixture definition. However, 

the default material in ANSYS Fluent is air, which 

remains unchanged even when other materials are used. 

This misconfiguration led to a simulation where the water 

level decreased over time and the surface became 

irregular, resembling evaporation from the riverbed (Fig. 

18). Initial troubleshooting focused on boundary 

conditions and inlet types without success. Ultimately, it 

was stated that the mixture density was still set to air’s 

default value, explaining the model's behavior. Changing 

the density option to “volume-weighted-mixing-law” in 

the mixture definition panel resolved the issue. 

During attempts to resolve the previous issue, the 

author mistakenly defined the “wall-river” surface, 

omitting a small fragment at the edge of the porous zone,  
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Fig. 19 Effect of generating a grid with too low quality 

 

which created a gap in the boundary layer. Although the 

grid quality indicators were still acceptable, the model's 

behavior (degradation of the solution and computation 

interruption) pointed to a local grid problem (Fig. 19). The 

error was quickly identified because the sum of surfaces 

with specific wall names had not been checked against the 

total number of defined surfaces in the model. This 

experience highlights the importance of careful 

organization and naming of surfaces in complex 

geometries, such as those derived from water body depth 

maps. It is recommended to verify the number of named 

surfaces against the total count to avoid issues during grid 

generation and boundary condition definition. In this case, 

there were 72 total walls, including two connecting the 

river and vegetation zones. After entering the ANSYS 

Fluent module, it is good practice to review the names and 

types of all boundaries in the “Boundary conditions” 

section to ensure they match expectations; any 

discrepancies should prompt a return to the geometry or 

grid generation stages. Undefined surfaces in ANSYS 

Fluent are interpreted as walls, with names consisting of 

“wall” followed by a number. 

During one attempt, unusual flow behavior was 

observed because the surface for standard data 

initialization was not specified, causing incorrect velocity 

vector directions at the main inlet. After correcting the 

initialization method, the results matched expectations. It 

was also confirmed that hybrid initialization is equally 

effective and was used in subsequent simulations. 

For those experienced in using the models discussed, 

the highlighted issues may seem obvious. However, the 

vast field of Computational Fluid Dynamics (CFD) makes 

it impossible to master all methods and techniques at an 

expert level. Some challenges arise from the 

implementation of specific software rather than general 

theory, and not all potential errors in simulation model 

preparation can be outlined. This description aims to 

underlined that creating a simulation model, particularly 

one beyond the previous experience, can be a lengthy and 

complex process. Configuring the model presented in the 

paper was particularly challenging, revealing issues 

sometimes after several days of calculations. 

4. CONSLUSIONS 

The conducted research allowed for the definition of 

the following observations and conclusions: 

Successful integration of multi-physics models. 

The study confirms the feasibility of using a multi-physics 

approach in a single simulation setup, effectively 

combining the Volume of Fluid (Open Channel version), 

Species, Porous Media, and Discrete Phase Models. To 

ensure proper function, the Species Model must be defined 

prior to the Volume of Fluid model. 

Guidelines for pollutant modeling strategies. When 

simulating pollutant dispersion in watercourses, using the 

Discrete Phase Model initially can be advantageous as it 

requires less computational power than the Species 

Model. In cases focusing on the near-bed zone, omitting 

the Volume of Fluid model can dramatically reduce 

computational demands, allowing for larger-scale spatial 

or temporal modeling. 

Complexity and requirements of the Species 

Model. Applying the Species Model involves accounting 

for the energy equation, which requires the input of 

various material and situational parameters (such as 

specific heat, heat transfer coefficients, and boundary heat 

fluxes). These parameters often require precise 

measurement, calculation, or access to reliable data 

sources. 

Simulation stability and flexibility. The model 

allows for various inlet types (velocity or mass) and 

initialization methods (standard or hybrid). Testing 

revealed that these configurations did not affect simulation 

stability, providing flexibility in model setup. 

Estimation of model scale feasibility. The 

conducted simulations offer an initial understanding of the 

realistic spatial and temporal scales that are achievable on 

current computing hardware, giving insight into practical 

applications. 

Challenges with the Porous Media Model. 

Integrating the Porous Media Model presented a 

significant challenge due to the complexity of accurately 

representing vegetation zones in water. Lack of precise 

permeability data and variability in vegetation 

characteristics mean that further studies, especially 

experimental ones, are crucial to developing a 

comprehensive parameter set. The findings indicate the 

potential value in creating a standardized approach for 

modeling water vegetation with multiple porous zones. An 

additional challenge may involve preparing geometry that 

includes vegetation zones with complex shapes or a 

collection of such zones. 

Complexities in Discrete Phase Model 

configuration. Setting up the Discrete Phase Model 

(DPM) brought particular difficulties, especially 

regarding particle interactions with the riverbed. Current 

boundary conditions may be inadequate to capture these 

interactions, signaling a need for additional experimental 

and modeling efforts. Realistic particle behavior in 

simulations might require new phenomena or processes, 

representing an under-explored area of study. 

Computation time and performance limitations. 

Extended computational times and slow responsiveness of 

the ANSYS modules highlight that large-scale 3D 

multiphysics models are still constrained by available 
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computational power. However, the study illustrates that 

meaningful insights can still be derived within current 

technical limitations, identifying knowledge gaps that 

future research can fill to extend modeling capabilities in 

spatial and temporal dimensions. 

Potential model expansions with enhanced 

computing power. With increased computational 

resources, the model could be enhanced in several ways: 

a) Additional Injection Points: Introducing more sources 

of solid particles, such as above the water surface, could 

enable analysis of settling patterns and propagation inside 

the water; b)  Modeling the Dynamic Riverbed: Using an 

Eulerian Multiphase Model in the fluid-solid variant (e.g. 

Gidaspow model), in tandem with DPM, would offer 

greater detail on particle deposition over time. c) 

Biochemical and Environmental Effects: Expanding 

chemical and biochemical aspects to explore pollutant 

degradation, potentially integrating dissolved gases. d) 

Cavitation and Impact Analysis: Adding cavitation effects 

for obstacles and objects on the riverbed could simulate 

erosion. e)  Oil Spill Modeling: Extending the Volume of 

Fluid model to simulate oil pollutants’ spread across water 

surfaces. f) Thermal Exchange Modeling: Adding a 

surrounding solid zone could allow analysis of heat 

exchange between water and the underlying ground. 

The potential application of simulation models in 

emergency situations. The research demonstrated that it 

is possible to define injection sources in models based on 

full 3D simulation results, with the sources being located 

at arbitrary positions, and utilize the DPM model for rapid 

crisis situation analysis. The integration of the simulation 

model with real-time monitoring systems was also 

considered, through the use of user-defined functions 

(UDFs), which could potentially enable efficient and fast 

responses to incidents. 

Identification of errors and issues in model 

configuration. This study highlights the importance of 

thorough verification of geometry details, boundary 

conditions and material properties, as even minor 

oversights can lead to significant discrepancies in model 

behavior. Continuous learning and attention to detail in the 

configuration process can enhance the reliability and 

quality of CFD simulations. 
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